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#### Abstract

Interval arithmetic applied to simulation of dynamical systems has attracted a great deal of interest in recent years. Much of this research has been carried out in the calculation of fixed points or low-period windows for nonlinear discrete maps. This study proposes a novel interval computation based on a piecewise method to calculate periodic orbits for the logistic map. Using the cobweb plot, three rounding situations have been applied to a correct outward rounding, as required by interval arithmetic. The proposed method is compared with results in the literature and with the results obtained by means of the Matlab toolbox Intlab. The comparison is accomplished for nine case studies using the logistic map. Numerical results explicitly indicate that the proposed method produces intervals that are substantially narrower than those obtained with the traditional techniques.
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## 1. Introduction

Numerical computation is widely recognised to be of great importance in many fields of science. Many conclusions in nonlinear science and complex systems have been drawn upon simulation in digital computer [1,2]. The reliability of the results has been a subject of concern since the beginnings of digital computer in science. For instance, Hammel et al. [3] have applied one of the most powerful computer in late 1980s to present a computer-assisted proof of the reliability to simulate the logistic map along millions of iterates. The MIT scientist, E. N. Lorenz, well-known for its contributions on chaos theory, has also investigated computational instability on the simulation of nonlinear dynamics. He has pioneered to notice that chaos could be an artefact of finite precision in digital computer. On the other hand, Corless et al. [4] have demonstrated the opposite effect. They have shown that some numerical methods may produce discrete dynamical systems that are not chaotic, even when the original continuous dynamical system is believed to be chaotic. Although great advance has been observed in this topic, many works have been doing over the past few decades [1,5-8]. In fact, Lozi [1] has concluded his paper saying that "there is room for more study of the relationship between numerical computation and theoretical behaviour of chaotic solutions of dynamical systems".
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Fig. 1. Simulation in Matlab of Eq. (1) with $r=3.9$ e $x_{0}=0.6$ for two natural interval extensions. The natural interval extensions $F(x)$ and $G(x)$ are mathematically equivalent. However, there is an extra parenthesis in $G(x)$, which changes the order of arithmetic operations. This slight difference is sufficient to produce a exponential divergence between the simulation of these two functions. This happens due to finite precision of floating point arithmetic. After $n=58$ obvious difference between these two pseudo-orbits is visible. The computations has been carried out in an Intel i7-5500 @ 2.41 GHz with Matlab.

A simple example of the influence of error propagation on numerical calculations of nonlinear dynamical systems is easily presented. Let the logistic map [9] given by Eq. (1)

$$
\begin{equation*}
x_{n+1}=r x_{n}\left(1-x_{n}\right) \tag{1}
\end{equation*}
$$

where $r \in[0 ; 4]$ is the bifurcation parameter and $x_{n} \in(0 ; 1), n \in \mathbb{N}$. The study case is a simple example of computational error investigation of nonlinear dynamical systems, where two recursive functions representing the logistic map are given by $F\left(x_{n}\right)=r x_{n}\left(1-x_{n}\right)$ and $G\left(x_{n}\right)=r x_{n}-r x_{n}^{2}$. Fig. 1 shows the sequence of points obtained in a digital computer using floating point arithmetic and double precision. We have shown only iterations from 50 to 70 for $F\left(X_{n}\right)$ and $G\left(x_{n}\right)$ with $r=3.9$ and $x_{0}=0.6$. Although, $F(\cdot)$ and $G(\cdot)$ are mathematically equivalent, they have distinct sequences of arithmetic operations and a divergence between these two sequences becomes visually noticeable after approximately 60 iterations. We refer the reader to other similar works that deal with error in computer simulations [7,10-17].

Among many initiatives, interval arithmetic has been considered a systematic approach to increase the reliability of results in nonlinear dynamical systems [6,18-20]. The recognition of interval arithmetic has been strengthen after the approval of a specific standard about this topic by IEEE [21]. This document describes in details the main features of this approach and it shows maturity of scientific community to reach some consensus after almost five decades of intense research.

Although, it is undoubtedly true the significant advance of interval arithmetic applied to simulate dynamical systems, the interval width is still a leading concern, particularly in non-contracting maps. Many works have addressed the problem of interval width. For instance, Bruguera [22] proposed a innovative number representation to the interval that, instead of both endpoints, uses the lower endpoint and the width of the interval. According to his conclusion, this representation produces intervals that are substantially narrower than those obtained with the traditional representation. There also also other variants for interval analysis, such as affine arithmetic that has been proposed in [23] to overcome the error explosion problem. These authors state that in many applications, the higher asymptotic accuracy of affine arithmetic is very attractive and compensates a higher computational cost. Constraint interval arithmetic and its variant, the single parameter level, are other exciting alternatives to arithmetic interval [24]. In these variants, the authors also deal with the problem of overestimations but also present some desirable properties, such as division inversion, not shared in general by standard interval arithmetic. Based on the interval Newton operator, Galias [25] has proposed a systematic method to find all low-period windows for the quadratic map. The author has shown how to calculate very accurate rigorous bounds of their widths for each low-period. Following this pursuit to improve the interval arithmetic, this paper proposes a novel interval computation based on a piecewise division of non-contracting map. Using the logistic map as our case study, we have carefully developed an algorithm that consider the range monotonicity of this function; this function has two clearly branches of positive and negative derivative. Using the cobweb plot of the logistic map, three rounding situations have been applied to a correct outward rounding, as required by interval arithmetic. The proposed technique has been compared with results with previous work [12] and outcomes yield using of Matlab toolbox Intlab. In nine numerical experiments, we have been able to produce intervals that are substantially narrower than those obtained by with the traditional approaches.

## 2. Background

In this section, some preliminary concepts on interval analysis and dynamical systems are briefly presented.

### 2.1. Interval analysis

According to Moore et al. [18], an interval $X$ can be defined as a closed and limited set of real numbers $x \in \mathbb{R}$, such that

$$
X=[\underline{X}, \bar{X}]=\{x: \underline{X} \leq X \leq \bar{X}\} .
$$

It is called midpoint $m=(\underline{X}+\bar{X}) / 2$ and interval width $\omega=\bar{X}-\underline{X}$.
Operations with intervals is like operations with sets. The basic interval operations are defined by:

$$
\begin{align*}
& X+Y=[\underline{X}+\underline{Y}, \bar{X}+\bar{Y}]  \tag{2}\\
& X-Y=[\underline{X}-\bar{Y}, \bar{X}-\underline{Y}]  \tag{3}\\
& X \cdot Y=[\min (\mathrm{S}), \max (\mathrm{S})] \tag{4}
\end{align*}
$$

where $S=\{\underline{X Y}, \underline{X} \bar{Y}, \bar{X} \underline{Y}, \overline{X Y}\}$. If 0 does not belongs to Y , then $\mathrm{X} / \mathrm{Y}$ is given by

$$
\begin{equation*}
X / Y=X \cdot(1 / Y) \tag{5}
\end{equation*}
$$

where $1 / Y=[1 / \bar{Y}, 1 / \underline{Y}]$.
Consider the following definition for a function $f$ defined for a real variable $x$ [18].
Definition 2.1. A natural interval extension of $f$ is an interval function $F$ defined to map an interval variable $X$, such that for real arguments:

$$
\begin{equation*}
F(x)=f(x) \tag{6}
\end{equation*}
$$

Finally, we remind that intersection plays a key role in interval analysis. The size of the intersection between two intervals is at most the smallest of the intervals, as given by

$$
\begin{equation*}
w(X \cap Y) \leq \min \{w(X), w(Y)\} \tag{7}
\end{equation*}
$$

### 2.2. Discrete dynamical systems

Discrete dynamical systems are usually defined by a recursive function or a map given by Gilmore and Lefranc [26]:

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}\right) \tag{8}
\end{equation*}
$$

where $n \in \mathbb{N}, M \subset \mathbb{R}$ is a metric space and $f: M \rightarrow M$ is the recursive function defined in state space and $x_{n}$ denotes the state in discrete time $n$ [1]. Eq. (8) can be written because of composite functions, given by Nepomuceno [12]:

$$
\begin{equation*}
x_{n}=f^{1}\left(x_{n-1}\right)=f^{2}\left(x_{n-2}\right)=\cdots=f^{n}\left(x_{0}\right) \tag{9}
\end{equation*}
$$

### 2.2.1. Orbits and pseudo-orbits

The sequence defined by $\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ obtained at each iteration from the map of Eq. (8) is called orbit of $x_{0}$ [26], while the result of a computer-based computation of a orbit is called a pseudo-orbit. This is due to the fact of the obtained result approximates of the true orbit due to inherent properties of computers. A specific pseudo-orbit $i \in \mathbb{N}$ is represented as $\left\{\hat{x}_{i, 0}, \hat{x}_{i, 1}, \ldots, \hat{x}_{i, n}\right\}$, such as

$$
\begin{equation*}
\left|x_{n}-\hat{x}_{i, n}\right| \leq \delta_{i, n} \tag{10}
\end{equation*}
$$

where $\delta_{i, n} \geq 0$ and $\delta_{i, n} \in \mathbb{R}[11]$.

### 2.2.2. Fixed points and periodic orbits

In discrete dynamical systems, fixed points and periodic orbits are of great importance as elements for determining the equilibrium points of these systems [27]. The fixed point of an orbit is a point in which $x_{n+1}=x_{n}=x^{*}$, or

$$
\begin{equation*}
f\left(x^{*}\right)=x^{*} \tag{11}
\end{equation*}
$$

The periodic orbits or periodic points are a generalization of the fixed points. It is defined that if $f^{p}\left(x^{*}\right)=x^{*}$, then we have a periodic orbit of period $p$.


Fig. 2. Cobweb plot of logistic map with $r=4$ e $x_{0}=0.2$. This cobweb has been used to identify three regions with different rules to lead to a correct outward rounding. These three rules are summarized in Section 3.

### 2.2.3. Cobweb plot

The cobweb plot is a visual tool used in dynamical systems to investigate one-dimensional recursive functions [28]. It is a very useful instrument to study the behaviour of a dynamical system with the evolution of an initial condition under several iterations [29]. The cobweb plot, shown in Fig. 2, consists of a diagonal line $y=x$ and a curve representing the map $y=f(x)$. To visualize the behaviour of the system from an initial condition $x_{0}$ for a given parameter value, one must draw a vertical line from the point to the curve of the function and draw an horizontal line from the last coordinate to the diagonal line $y=x$, as shown in Fig. 2 [30].

## 3. Methodology

In this section, we present the method of interval computing periodic orbits using a piecewise approach. The key aspect is to guarantee outward rounding [31]. Using the cobweb plot of the logistic map (Fig. 2), it can be observed that there are three rounding situations for the results of calculations with the interval limits:

1. $\overline{X_{n}}<0.5$ : in this case, both limits of the interval are in the growing part of the curve. Thus, to ensure that the range covers all possible outcomes, $X_{n+1}$ should be rounded down and $\overline{X_{n+1}}$ should be rounded up.
2. $X_{n}>0.5$ : it indicates that the entire interval is in the decreasing part of cobweb plot. Thus, the solution found with lower bound $X_{n}$ is the upper limit of the interval at the next iteration and the inverse occurs with the upper bound $\overline{X_{n+1}}$. Therefore, $\overline{X_{n+1}}$ should be rounded up and $\overline{X_{n+1}}$ should be rounded down.
3. $X_{n}<0.5<\overline{X_{n}}$ : in this case, the maximum point of the curve, given by $f(0.5)=0.25 \cdot r$, belongs to the interval $X_{n+1}$. Therefore, the upper bound of the next iteration $\overline{X_{n+1}}$ should be this point. The lower limit of the next iteration is given by $\underline{X_{n+1}}=\min \left\{f\left(\underline{X_{n}}\right), f\left(\overline{X_{n}}\right)\right\}$, which should be rounded down.
The following theorems are established to develop the proposed method. Let $\delta \in \mathbb{R}$ be a positive number.
Theorem 3.1. If $\overline{X_{n}}<0.5$, then $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)=\left[f\left(\underline{X_{n}}\right), f\left(\overline{X_{n}}\right)\right]$.
Proof. If $f\left(\overline{X_{n}}\right)$ is a upper bound of $f\left(\left[X_{n}, \overline{X_{n}}\right]\right)$, then $f\left(\overline{X_{n}}\right)>f\left(\overline{X_{n}}-\delta\right)$, for $0<\delta<\overline{X_{n}}$. Thus,

$$
f\left(\overline{X_{n}}-\delta\right)=r \cdot\left(\overline{X_{n}}-\delta\right) \cdot\left[1-\left(\overline{X_{n}}-\delta\right)\right]=f\left(\overline{X_{n}}\right)+r \cdot \delta \cdot\left(2 \cdot \overline{X_{n}}-1-\delta\right) .
$$

For $f\left(\overline{X_{n}}\right)>f\left(\overline{X_{n}}-\delta\right)$, as $r . \delta>0$, then, $\left(2 . \overline{X_{n}}-1-\delta<0\right)$. As $\overline{X_{n}}<0.5$, then $2 . \overline{X_{n}}-1<0$. Thus, as $\delta>0$, then $\left(2 . \overline{X_{n}}-1-\delta\right)<0$. Consequently, it is confirmed that $f\left(\overline{X_{n}}\right)>f\left(\overline{X_{n}}-\delta\right)$ for $\overline{X_{n}}<0.5$ and $0<\delta<\overline{X_{n}}$.

For $f\left(\underline{X_{n}}\right)$ to be the lower bound of $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)$, then $f\left(\underline{X_{n}}\right)<f\left(\underline{X_{n}}+\delta\right)$, for $0<\delta<0,5-\underline{X_{n}}$. Thus,

$$
f\left(\underline{X_{n}}+\delta\right)=r \cdot\left(\underline{X_{n}}+\delta\right) \cdot\left[1-\left(\underline{X_{n}}+\delta\right)\right]=f\left(\underline{X_{n}}\right)+r \cdot \delta\left(1-2 \cdot \underline{X_{n}}-\delta\right) .
$$

For $f\left(\underline{X_{n}}\right)<f\left(\underline{X_{n}}+\delta\right)$, as $r . \delta>0$, then, $\left(1-2 . X_{n}-\delta\right)>0$. Assuming the highest possible value of $\delta$, a value very close to $0.5-\underline{X_{n}}$ is reached. Thereby,

$$
1-2 . \underline{X_{n}}-\delta>0
$$

$$
\begin{array}{r}
1-2 . \underline{X_{n}}-\left(0.5-\underline{X_{n}}\right)>0 \\
0.5-\underline{X_{n}}>0 .
\end{array}
$$

As $\underline{X_{n}}<0.5$, then $0.5-\underline{X_{n}}>0$. Consequently, $f\left(\underline{X_{n}}\right)<f\left(\underline{X_{n}}+\delta\right)$, for $\overline{X_{n}}<0.5$, establishing the proof for the Theorem 3.1.
Theorem 3.2. If $\underline{X_{\mathrm{n}}}>0.5$, then $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)=\left[f\left(\overline{X_{n}}\right), f\left(\underline{X_{n}}\right)\right]$.
Proof. If $f\left(\overline{X_{n}}\right)$ is a lower bound of $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)$, then $f\left(\overline{X_{n}}\right)<f\left(\overline{X_{n}}-\delta\right)$, where $0<\delta<\overline{X_{n}}-0.5$. In a similar way to the proof presented in Theorem 3.1, for $f\left(\overline{X_{n}}\right)<\bar{f}\left(\overline{X_{n}}-\delta\right)$, then $2 \cdot \overline{X_{n}}-1-\delta>0$. Assuming the highest possible value of $\delta$ as a value close to $\overline{X_{n}}-0.5$, we have that:

$$
\begin{aligned}
2 . \overline{X_{n}}-1-\delta & >0, \\
\overline{X_{n}}-0.5 & >0 .
\end{aligned}
$$

As $\overline{X_{n}}>0.5$, then $\overline{X_{n}}-0.5>0$. Consequently, $f\left(\overline{X_{n}}\right)<f\left(\overline{X_{n}}-\delta\right)$, for $\mathrm{X}_{\mathrm{n}}>0.5$ and $0<\delta<\overline{X_{n}}-0.5$.
If $f\left(\underline{X_{n}}\right)$ is a upper bound of $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)$, then $f\left(\underline{X_{n}}\right)>f\left(\underline{X_{n}}+\delta\right)$, for $0<\delta<1-X_{n}$. It has been shown that $f\left(X_{n}+\delta\right)=$ $f\left(X_{n}\right)+r . \delta\left(1-2 . X_{n}-\delta\right)$. Therefore, as $r . \delta>0$, for $\bar{f}\left(X_{n}\right)>\bar{f}\left(\underline{X_{n}}+\delta\right)$, then $1-2 . \overline{X_{n}}-\delta<0$. As $X_{n}>0.5$ and $\delta>0$, then $1-2 . \underline{X_{n}}-\delta<0$. Thereby, $f\left(\underline{X_{n}}\right)>f\left(\underline{X_{n}}+\delta\right)$, for $\underline{X_{n}}>0.5$ and $0<\delta<1-\underline{X_{n}}$, establishing the proof for the Theorem 3.2.
Theorem 3.3. If $\underline{X_{n}}<0.5<\overline{X_{n}}$ and $f\left(\underline{X_{n}}\right)<f\left(\overline{X_{n}}\right)$, then $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)=\left[f\left(\underline{X_{n}}\right), f(0.5)\right]$.
Proof. If $f\left(\underline{X_{n}}\right)$ is a lower bound of $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)$, then $f\left(\underline{X_{n}}\right)<f\left(\underline{X_{n}}+\delta\right)$, where $0<\delta<1-2 . X_{n}$. As shown, for $f\left(\underline{X_{n}}\right)<f\left(\underline{X_{n}}+\right.$ $\delta$ ), then, as $r . \delta>0$, we have $1-2 . X_{n}-\bar{\delta}>0$. As $X_{n}<\overline{0.5}$, then $\overline{1}-2 . X_{n}>0$. And as $\delta<1-\overline{2} . X_{n}$, we have that the condition is satisfied, establishing the proof for the Theorem 3.3.
Theorem 3.4. If $\underline{X_{n}}<0.5<\overline{X_{n}}$ and $f\left(\overline{X_{n}}\right)<f\left(\underline{X_{n}}\right)$, then $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)=\left[f\left(\overline{X_{n}}\right), f(0.5)\right]$.
Proof. If $f\left(\overline{X_{n}}\right)$ is a lower bound of $f\left(\left[\underline{X_{n}}, \overline{X_{n}}\right]\right)$, then $f\left(\overline{X_{n}}\right)<f\left(\overline{X_{n}}-\delta\right)$, where $0<\delta<2 . \overline{X_{n}}-1$. As shown, for $f\left(\overline{X_{n}}\right)<$ $f\left(\overline{X_{n}}-\delta\right)$, then, as $r . \delta>0$, we have that $2 . \overline{X_{n}}-1-\delta>0$. As $\overline{X_{n}}>0.5$, then $2 . \overline{X_{n}}-1>0$. And as $\delta<2 . \overline{X_{n}}-1$, we have that the condition is satisfied, establishing the proof for the Theorem 3.4.

Now consider the following theorems related to fixed points.
Theorem 3.5. Let the sequence $\left\{\hat{X_{0}}, \hat{X_{1}}, \ldots, \hat{X_{n}}\right\}$ be the interval pseudo-orbit of logistic map. If $X_{n} \cap X_{n+1} \neq \emptyset$, then $x^{*} \in X_{n}$ is a fixed point.
Proof. By definition, if $x^{*}$ is a fixed point, then $f\left(x^{*}\right)=x^{*}$. If $x^{*} \in X_{n}$, then $x^{*} \in f\left(X_{n}\right)$, since the response obtained by the application of the function under the interval $X_{n}$ contains the responses of all points belonging to the interval. Therefore, as $f\left(X_{n}\right)=X_{n+1}$, we have that $X_{n} \cap X_{n+1} \neq \emptyset$ and the fixed point $x^{*}$ belongs to the interval obtained by the intersection of these two intervals.
Theorem 3.6. Let the sequence $\left\{\hat{X_{0}}, \hat{X_{1}}, \ldots, \hat{X_{n}}\right\}$ be the interval pseudo-orbit of logistic map. If $X_{n} \cap X_{n+p} \neq \emptyset$, then $x^{*} \in X_{n}$ characterizes one of the points of periodic orbit with period $p$ of the map.

Proof. By definition, if $x^{*}$ is a point that belongs to a periodic orbit of period $p$, then $f^{p}\left(x^{*}\right)=x^{*}$. If $x^{*} \in X_{n}$, then $x^{*} \in f^{p}\left(X_{n}\right)$. Therefore, as $f^{p}\left(X_{n}\right)=X_{n+p}$, we have that $X_{n} \cap X_{n+p} \neq \emptyset$ and $x^{*}$ belongs to the interval obtained by the intersection of both intervals.

Finally, a theorem on reduction interval width is presented. Let $\left\{x_{n}\right\}=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$ be the true orbit of a onedimensional discrete map $f$ and $\left\{\hat{X}_{i, n}\right\}=\left\{\hat{X}_{i, 0}, \hat{X}_{i, 1}, \ldots, \hat{X}_{i, n}\right\}$ the pseudo-orbit computed by an natural interval extension of $f$, given by $F_{i}$, with $i \in \mathbb{N}$. It is clear that if $x_{0} \in \hat{X}_{i, 0}$, then

$$
\begin{equation*}
x_{n} \in \hat{X}_{i, n} \tag{12}
\end{equation*}
$$

From this, we can establish what follows for two natural interval extensions $F_{1}$ e $F_{2}$ of the same real function $f$.
Theorem 3.7. If $x_{0} \in \hat{X}_{1,0}$ and $x_{0} \in \hat{X}_{2,0}$, then $x_{n} \in\left[\hat{X}_{1, n} \cap \hat{X}_{2, n}\right], n \in \mathbb{N}$.
Proof. Assuming that $x_{n} \notin\left[\hat{X}_{1, n} \cap \hat{X}_{2, n}\right]$, we have that $x_{n} \notin \hat{X}_{1, n}$, or $x_{n} \notin \hat{X}_{2, n}$, or both cases. According to Eq. (12), it means that $\hat{X}_{1, n}$ or $\hat{X}_{2, n}$ do not belong to the pseudo-orbit obtained by a natural interval extension of $f$, which is a contradiction. That completes the proof.

The proposed method can be summarized in the following steps.

1. Obtain natural interval extensions $F_{i}$ of the studied map function $f$.
2. Define the same parameters for all interval functions and a maximum number of iterations $N$.
3. Set an initial interval $\hat{X}_{0}=\left[\hat{X}_{0}, \hat{\bar{X}}_{0}\right]$ in such a way that $x_{0} \in \hat{X}_{0}$.

Table 1
Main symbols and paramters used in the proposed method.

| Symbol | Definition |
| :--- | :--- |
| $x_{n}$ | variable at iteration $n \in \mathbb{N}$ |
| $r$ | bifurcation parameter of the logistic map |
| $F(\cdot), G(\cdot)$ | natural interval extension |
| $f(\cdot)$ | function upon real numbers |
| $f^{n}$ | nth composition of function $f$ |
| $X, Y$ | intervals |
| $\bar{X}$ | superior limit of an interval |
| $\underline{X}$ | inferior limit of an interval |
| $\omega$ | width of an interval |
| $\omega(X \cap Y)$ | size of intersection between two intervals |
| $\left\{x_{0}, x_{1} \ldots x_{n}\right\}$ | sequence obtained from a map |
| $\delta_{i, n}$ | error of a pseudo-orbit $i$ at discrete time $n$. |
| $x^{*}$ | fixed point |
| $f^{p}\left(x^{*}\right)=x^{*}$ | periodic orbit of period $p$ |
| $\hat{X_{i, n}}$ | an interval of a pseudo-orbit $i$ at discrete time $n$ |

Table 2
Numerical examples investigated. The fourth column indicates the period for the fixed point.

| Case | $r$ | $x_{0}$ | Period |
| :--- | :--- | :--- | :--- |
| 1 | $r=327 / 110$ | $x_{0}=100 / 327$ | 1 |
| 2 | $r=3.3$ | $x_{0}=0.6$ | 2 |
| 3 | $r=3.47$ | $x_{0}=0.6$ | 4 |
| 4 | $r=3.55$ | $x_{0}=0.6$ | 8 |
| 5 | $r=3.566$ | $x_{0}=0.6$ | 16 |
| 6 | $r=3.5689$ | $x_{0}=0.6$ | 32 |
| 7 | $r=3.5699440$ | $x_{0}=0.6$ | 512 |
| 8 | $r=3.5699453$ | $x_{0}=0.6$ | 1024 |
| 9 | $r=3.5699456$ | $x_{0}=0.6$ | 2048 |

4. Calculate the response of the current iteration for each natural interval extension with the interval obtained previously.
5. Calculate the intersection between the intervals obtained for each natural interval extension.
6. Check the occurrence of fixed point or periodic orbit according to the Theorems 3.5 and 3.6. If the calculated pseudoorbit reaches any region of stability, then the calculations must be stopped, and the intervals obtained must be analysed
7. Return to step 4 and repeat the calculations until the number of iterations is reached or the pseudo-orbit has converged.

To make clear the understanding of the proposed method the main parameters and symbols have been defined in Table 1.

### 3.1. Case studies

Two natural interval extensions of the logistic are used as follows.

$$
\begin{aligned}
& F_{1}\left(X_{n}\right)=r X_{n}\left(1-X_{n}\right) \\
& F_{2}\left(X_{n}\right)=r\left(X_{n}\left(1-X_{n}\right)\right)
\end{aligned}
$$

These calculations were compared with the interval calculation performed by Intlab and by the method developed in [12]. Nine investigated cases are summarized in Table 2.

### 3.2. Hardware and software

All calculations were performed using the Matlab software on a computer with an IntelÂAßi7-5500 @ 2.41 GHz processor, with a Windows operating system.

## 4. Results

Tables 3 to 11 show the calculated period, the size of final interval and the number of iterations necessary to reach the fixed point or the periodic orbit. By the analysis of the Table 3, all methods required the same number of iterations to converge to the fixed point. A small difference in the size of the intervals between the three approaches is noted. Within each methodology, the sizes of the intervals tend to be the same and small since the response converges already in the second iteration to the fixed point, presenting the same solution of the calculation done analytically in Section 1.

Table 3
Comparison of the calculations for Case 1 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 1 | $3.3307 \times 10^{-16}$ | 2 |
|  | $F_{2}$ | 1 | $3.3307 \times 10^{-16}$ | 2 |
|  | $F_{1} \cap F_{2}$ | 1 | $3.3307 \times 10^{-16}$ | 2 |
| $[12]$ | $F_{1}$ | 1 | $1.6527 \times 10^{-15}$ | 2 |
|  | $F_{2}$ | 1 | $1.0474 \times 10^{-15}$ | 2 |
| Intlab | $F_{1}$ | 1 | $2.4425 \times 10^{-15}$ | 2 |
|  | $F_{2}$ | 1 | $2.4425 \times 10^{-15}$ | 2 |

Table 4
Comparison of the calculations for Case 2 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 2 | $6,6613 \times 10^{-16}$ | 55 |
|  | $F_{2}$ | 2 | $4.4409 \times 10^{-16}$ | 55 |
|  | $F_{1} \cap F_{2}$ | 2 | $4.4409 \times 10^{-16}$ | 55 |
| $[12]$ | $F_{1}$ | 2 | $1.4601 \times 10^{-8}$ | 27 |
|  | $F_{2}$ | 2 | $2.4474 \times 10^{-8}$ | 28 |
|  | $F_{1}$ | 2 | $3.6590 \times 10^{-6}$ | 20 |
|  | $F_{2}$ | 2 | $3.6590 \times 10^{-6}$ | 20 |

Table 5
Comparison of the calculations for Case 3 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 4 | $1.1102 \times 10^{-15}$ | 207 |
|  | $F_{2}$ | 4 | $8,8818 \times 10^{-16}$ | 207 |
|  | $F_{1} \cap F_{2}$ | 4 | $8,8818 \times 10^{-16}$ | 207 |
| $[12]$ | $F_{1}$ | 4 | $7.4941 \times 10^{-5}$ | 33 |
|  | $F_{2}$ | 4 | $3.2963 \times 10^{-5}$ | 33 |
| Intlab | $F_{1}$ | 4 | $6,4472 \times 10^{-4}$ | 23 |
|  | $F_{2}$ | 4 | $6,4472 \times 10^{-4}$ | 23 |

Table 6
Comparison of the calculations for Case 4 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 8 | $1.6653 \times 10^{-15}$ | 299 |
|  | $F_{2}$ | 8 | $6,6613 \times 10^{-16}$ | 303 |
|  | $F_{1} \cap F_{2}$ | 8 | $5,5511 \times 10^{-16}$ | 303 |
| $[12]$ | $F_{1}$ | 8 | $2.1521 \times 10^{-3}$ | 35 |
|  | $F_{2}$ | 8 | $9,4794 \times 10^{-4}$ | 35 |
| Intlab | $F_{1}$ | 8 | $9.1500 \times 10^{-4}$ | 23 |
|  | $F_{2}$ | 8 | $9.1500 \times 10^{-4}$ | 23 |

For the second case shown in Table 4, the proposed methodology presents intervals with considerably greater precision. For cases 3 and 4, whose orbit should converge for periods 4 and 8, respectively, the responses, shown in Tables 5 and 6, present similar behaviour to the previous case: all methods converge to orbits with the expected period, although there is a considerable difference in the final size of the intervals and in the number of iterations of the methodology developed in relation to the other methods. The responses obtained with Intlab for Case 5, instead of reaching period 16, as expected, converged to orbits with period 8. It can be noted that the size of the intervals obtained for this method is much larger in relation to the others, showing that the obtained answers have lower accuracy. All other methods converged to orbits with the expected period for both extensions, as can be seen in the Table 7.

For the sixth case, presented in Table 8, only our method has presented results according to the literature. The orbit found by the method using the Intlab tool continued with period 8 and the method of [12] presented period 16, rather than converging to period 32. Again, it is noted that the amount of Iterations of the developed methodology is much larger in relation to the other methods, however the size of the final interval remains small.

The remain cases are represented in Tables 9 to 11. Only our method has converged to orbits with the expected periods according to the literature. An interesting fact that had not occurred for the previous cases is that, from Case 7, the final interval width obtained for the method that uses the intersection of the responses between the natural interval extensions is not narrower in relation to the size presented for one or both extensions when applied in the developed method. This shows that, despite obtaining very small intervals, the method $F_{1} \cap F_{2}$ does not reduce the limits of the true solution for all cases.

Table 7
Comparison of the calculations for Case 5 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 16 | $6.6613 \times 10^{-16}$ | 415 |
|  | $F_{2}$ | 16 | $2.1094 \times 10^{-15}$ | 417 |
|  | $F_{1} \cap F_{2}$ | 16 | $5.5511 \times 10^{-16}$ | 415 |
| $[12]$ | $F_{1}$ | 16 | $3.9800 \times 10^{-4}$ | 32 |
|  | $F_{2}$ | 16 | $3.6663 \times 10^{-4}$ | 33 |
| Intlab | $F_{1}$ | 8 | 0.0012 | 23 |
|  | $F_{2}$ | 8 | 0.0012 | 23 |

Table 8
Comparison of the calculations for Case 6 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 32 | $1.1546 \times 10^{-14}$ | 1991 |
|  | $F_{2}$ | 32 | $6.4393 \times 10^{-15}$ | 1999 |
|  | $F_{1} \cap F_{2}$ | 32 | $3.1086 \times 10^{-15}$ | 2015 |
| $[12]$ | $F_{1}$ | 16 | 0.0028 | 34 |
|  | $F_{2}$ | 16 | 0.0018 | 35 |
| Intlab | $F_{1}$ | 8 | 0.0110 | 25 |
|  | $F_{2}$ | 8 | 0.0110 | 25 |

Table 9
Comparison of the calculations for Case 7 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 512 | $1.2212 \times 10^{-15}$ | 3999 |
|  | $F_{2}$ | 512 | $3.9968 \times 10^{-15}$ | 4001 |
|  | $F_{1} \cap F_{2}$ | 512 | $4.1078 \times 10^{-15}$ | 4003 |
| $[12]$ | $F_{1}$ | 16 | $4.4852 \times 10^{-4}$ | 32 |
|  | $F_{2}$ | 16 | $4.1711 \times 10^{-4}$ | 33 |
| Intlab | $F_{1}$ | 8 | 0.01558 | 25 |
|  | $F_{2}$ | 8 | 0.01558 | 25 |

Table 10
Comparison of the calculations for Case 8 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 1024 | $6.3616 \times 10^{-14}$ | 10,711 |
|  | $F_{2}$ | 1024 | $9.4480 \times 10^{-14}$ | 10,739 |
|  | $F_{1} \cap F_{2}$ | 1024 | $2.3948 \times 10^{-13}$ | 10,833 |
| $[12]$ | $F_{1}$ | 16 | $4.4856 \times 10^{-4}$ | 32 |
|  | $F_{2}$ | 16 | $4.1715 \times 10^{-4}$ | 33 |
| Intlab | $F_{1}$ | 8 | 0.0116 | 25 |
|  | $F_{2}$ | 8 | 0.0116 | 25 |

Table 11
Comparison of the calculations for Case 9 among the developed methods, Intlab and [12].

|  |  | Period | Width of interval | Iterations |
| :--- | :--- | :--- | :--- | :--- |
| Developed methodology | $F_{1}$ | 2048 | $8.9040 \times 10^{-14}$ | 21,551 |
|  | $F_{2}$ | 2048 | $3.9524 \times 10^{-14}$ | 21,695 |
|  | $F_{1} \cap F_{2}$ | 2048 | $2.2249 \times 10^{-13}$ | 21,887 |
| $[12]$ | $F_{1}$ | 16 | $4.4857 \times 10^{-4}$ | 32 |
|  | $F_{2}$ | 16 | $4.1715 \times 10^{-4}$ | 33 |
| Intlab | $F_{1}$ | 8 | 0.0134 | 25 |
|  | $F_{2}$ | 8 | 0.0134 | 25 |

## 5. Conclusions

In this work, an interval computing periodic orbits of maps has been developed. We have used a piecewise approach to consider different modes of rounding according to the monotonicity of the map. The logistic map has been used as a case study. Nine numerical examples have been investigated. In general, the proposed method has produced intervals that are significant narrower than those obtained by Intlab approach and in [12].

For the first four studied cases, all methods were effective in reaching the expected periodic orbits according to the literature. For the fifth case, Intlab was not able to obtain the expected response. In cases 6, 7, 8 and 9, only our method has been able to reach orbits with the periods specified in the literature. It should be noticed that the interval width obtained by the methodology developed in this work are relative small when it is compared with range of values in which the map variable $x$ could assume. However, it is also clear that our method requires a significant larger number of iterates.

Finally, we emphasize the effectiveness of the developed methodology, since it was the only one to achieve and guarantee the results established in the literature. In addition, the high precision of the results can be confirmed by the width of the obtained intervals. Future work should investigate the behaviour of the method in chaotic regime and to examine how its use can be applied in the construction of bifurcation diagrams. Other nonlinear discrete maps should also be investigated.
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