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a b s t r a c t 

We consider different resource allocations of rewarding endowments in the collective-risk social dilemma, 

and we study their impact on the evolution of public cooperation and the accumulation of common 

resources in structured populations. We assume that if the accumulated resources in the common pool 

meet the basic demands of everybody in the group, then each group member obtains an equal basic 

endowment. However, if the resources in the group exceed this sum, then each group member can get an 

additional rewarding endowment from the common-pool resource. By means of Monte Carlo simulations, 

we find that the consideration of rewarding endowment is favorable for the evolution of cooperation. But 

the common resources may be exhausted if the rewarding is too frequent or too generous. Interestingly, 

we do find a parameter region in the basic endowment and the reward intensity in which cooperation is 

promoted whilst the common resources are maintained. We introduce a quantitative index to precisely 

identify this parameter region, and find that such win-win situations for the evolution of cooperation and 

the maintenance of common resources occur when the basic endowment is low and the reward intensity 

is intermediate. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

With the rapid development of human society, ensuring the

ffective maintenance of common resources has become a global

hallenge [1,2] . The key to solve the challenge is to promote pub-

ic cooperation among involved individuals. As a typical paradigm

or studying how to promote public cooperation, the public goods

ame (PGG) has received considerable attention in recent years [3–

1] . In the game, individuals are best off by contributing nothing to

he common pool. But if nobody contributes, then the community

n the game will fail to harvest the benefits, which leads to the

ollapse of cooperation and the tragedy of the commons finally [2] .

n order to promote public cooperation in the game, many mecha-

isms, such as punishment [12–22] , reward [23–28] , and network
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eciprocity [29–38] have been proposed and studied in the last

ecades. 

However, it is worth mentioning that these mechanisms men-

ioned above are investigated on the basis of the classical PGG.

n fact, the classical PGG does not consider the feedback between

ndividual behaviors and the environment, which is an unignored

actor reported by some recent works [39–48] . Thus the traditional

GG may not capture the essence of the evolution of public co-

peration driven by the proposed mechanisms. Alternatively, the

ame with environmental feedback, which links the evolution of

ublic cooperation with the governance of common resources, can

e used to study the coevolutionary outcomes of public cooper-

tion and the accumulation of common resources and could be

ore meaningful. 

On the other hand, providing additional rewarding endowment

rom the common pool for prosocial individuals is often used in

uman society [27,49] . In an enterprise, for instance, in addition

o the basic wage an employee from a department will be pro-

ided with an extra bonus according to his/her working perfor-

ance. Such regime of resource allocation may not only make em-

loyees work more efficiently, but also increase the enterprise’s

https://doi.org/10.1016/j.chaos.2020.109694
http://www.ScienceDirect.com
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whole profit. It is found that this kind of resource allocation can

solve the second-order free-rider problem in the classical PGG [28] .

However, this kind of resource allocation for the common pool has

not yet been considered into the PGG with environmental feed-

back, and thus it is still unclear how the rewarding endowment

influences the evolution of cooperation and the accumulation of

common resources. 

Inspired by the above consideration, in this work we consider

the resource allocation with the rewarding endowment into the

PGG with environmental feedback proposed by Chen and Perc [41] ,

which is a collective-risk social dilemma game where the group’s

common-pool resource is adjustable based on the group members’

behaviors. We assume that if the common-pool accumulated re-

source can meet the group’s basic demand, then each group mem-

ber can obtain a basic endowment. Otherwise, all the common-

pool resource is equally allocated to the group members. Further-

more, if contributing resource in the group is beyond the sum of

all members’ basic demands, then each group member can get an

additional rewarding endowment from the common-pool resource.

By means of Monte Carlo simulations, we find that the consider-

ation of rewarding endowment can promote the evolution of co-

operation in spatially structured populations, and the fraction of

cooperators increases with the rewarding intensity. In addition, we

find that high value of basic endowment can lead to the enhance-

ment of cooperation, but it is detrimental to the maintenance of

the common resources. Interestingly, when the basic endowment

is low and the rewarding intensity is intermediate, a win-win sit-

uation where the common resource can be greatly accumulated

and meanwhile cooperation can be effectively promoted can be

achieved. Furthermore, we demonstrate that these observations are

robust against our model parameters. 

2. Model 

We consider that the game is played on a square lattice of

size L × L with periodic boundary conditions. Each player on site

x with von Neumann neighborhood is a member of five overlap-

ping groups of size G = 5 . Besides, each player is initially desig-

nated either as a cooperator ( s x = 1 ) or defector ( s x = 0 ) with equal

probability. Cooperators contribute a fixed amount c to the group,

while defectors contribute nothing. Subsequently, the sum of all

contributions in each group i is multiplied by the synergy factor α
[41,46] , which represents the contributing resources of cooperators

to the group. As noted before, we assume that every player will

respectively receive an assigned endowment and an additional re-

warding endowment based on the amounts of common resources

and contributing resources. In addition, we assume that the as-

signed endowment is endowed for players with a priority in the

regime of resource allocation. To be specific, we assume that at

time t the assigned endowment b i x (t) from group i is given as 

b i x (t) = 

{ 

b if R 

i (t − 1) + 

∑ 

x ∈ i 
s x αc ≥ Gb, 

[ R 

i (t − 1) + 

∑ 

x ∈ i 
s x αc] /G if R 

i (t − 1) + 

∑ 

x ∈ i 
s x αc < Gb, 

(1)

where R i (t − 1) is the amount of common resources (public goods)

available to the group i at time t − 1 and b represents the ba-

sic endowment assigned to a player from the group’s common re-

source [41,46] . 

Furthermore, we consider that group members will be en-

dowed with an additional reward endowment if the contributing

resources at time t by cooperators in the group is productive. To

be specific, we assume that at time t the rewarding endowment
 

i 
x (t) which player x can receive from group i is given as 

 

i 
x (t) = 

{ 

∑ 

x ∈ i 
(s x αc − b) δ/G if 

∑ 

x ∈ i 
s x αc ≥ Gb, 

0 if 
∑ 

x ∈ i 
s x αc < Gb, 

(2)

here δ (0 ≤ δ ≤ 1) is the rewarding intensity. Thus, at time t the

otal endowment a i x (t) of player x from group i is given as 

 

i 
x ( t ) = b i x ( t ) + e i x ( t ) . (3)

Consequently, the payoff of player x from group i at time t is

 

i 
x (t) = a i x − s x c. Due to the overlapping groups, the total income

 x ( t ) of player x is simply the sum over all P i x (t) received from five

verlapping groups where x is a member. 

Starting with R i (0) = R 0 in all groups, the amount of accumu-

ated common resources in each group i is updated according to 

 

i (t) = R 

i (t − 1) + 

∑ 

x ∈ i 
[ s x αc − a i x (t)] , (4)

here R i ( t ) is the amount of common resource available to group i

t time t . For simplicity, we set c = 1 in this study. 

After each round of the game, player x is given the opportunity

o imitate the strategy of one randomly selected neighbor y . The

trategy transfer occurs with the probability 

 = 

1 

1 + exp[(P x (t) − P y (t)) /K] 
, (5)

here K is the uncertainty by strategy adoptions [50] . Without los-

ng generality, we use K = 0 . 5 , so that it is very likely that better

erforming players will be imitated. 

As one key quantity, we measure the fraction of cooperators f c 
t the equilibrium state in the population for characterizing the

ooperative behavior of our computational system. Another key

uantity which we focus on is the amount of common resources R

ver all the interaction groups when the system reaches the equi-

ibrium state. In our study, synchronous updating protocol is ap-

lied, and all the simulation results are averaged over 100 different

ealizations of initial conditions. 

. Results 

We begin by presenting the stationary fraction of cooperators

 c and the amount of common resources R in dependence on both

he reward intensity δ and the basic endowment b , respectively, as

hown in Fig. 1 . In Fig. 1 (a), we can find that the fraction of co-

perators f c increases with increasing δ (from left to right) when

he value of b is less than 7.8. And full cooperation can be always

chieved when b > 7.9, no matter what value of δ it is. This sug-

ests that the reward intensity has no obvious effect on the evo-

ution of cooperation when the basic endowment is high. We can

lso find that the f c value increases with increasing b (from bottom

o top) when δ is low ( δ < 0.52). This suggests that the potential

ay to maintain cooperation is to increase the basic endowment

hen the reward intensity is not large enough. In addition, f c can

lways reach one when δ > 0.94. However, the impacts of b on f c 
s not straightforward when δ is in the range of 0.52 < δ < 0.94. To

e specific, with the increase of basic endowment b , the stationary

raction of cooperators f c first decreases from one until reaching

he minimal value, and then increases to one. This indicates that

he influence of the basic endowment on the evolution of cooper-

tion is dependent on the reward intensity. 

We further find that the common resources cannot be effec-

ively maintained for any value of δ when the basic endowment is

arge as shown in Fig. 1 (b), even if full cooperation can be achieved

n the parameter region. This is because large b is detrimental to

he accumulation of common resource in the pool [41] . Whereas
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Fig. 1. Panel (a) shows the fraction of cooperators in dependence on the reward intensity δ and the basic endowment b . Panel (b) shows the amount of common resources 

in dependence on the reward intensity δ and the basic endowment b . Here, α = 8 , R 0 = 20 , and L = 100 . 
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Fig. 2. The index I b, δ in dependence on the reward intensity δ and the basic en- 

dowment b . Parameters: α = 8 , R 0 = 20 , L = 100 , and η = 0 . 5 . 
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hen the basic endowment is small, we find that the common re-

ources can only be accumulated at an intermediate range of the

eward intensity, which can indeed lead to high fraction of coop-

rators for the sufficient contributions to the common pools. To-

ether with Fig. 1 (a) and (b), we can realize that there exists a

arameter region of the basic endowment and the reward inten-

ity in which the common resource can be greatly accumulated

nd meanwhile cooperation can be effectively maintained. In other

ords, a win-win situation for the promotion of cooperation and

he accumulation of common resources can achieved in this pa-

ameter region. 

In order to precisely identify the parameter region of the ba-

ic endowment and the reward intensity for the win-win situation,

e herein introduce a quantitative index I b, δ to characterize both

he cooperation level and the accumulation of common resources,

hich is defined as 

 b,δ = η
f b,δ
c 

f max 
c 

+ (1 − η) 
R b,δ

R 

max 
, (6) 

here η (0 < η < 1) is a parameter characterizing the relative

eight between the cooperation level and the accumulation of

ommon resources in the index I b, δ . f b,δ
c represents the stationary

raction of cooperators in dependence on the basic endowment b

nd the reward intensity δ. R b, δ represents the amount of common

esources in dependence on the basic endowment b and the re-

ard intensity δ. Here, f max 
c and R max are respectively the maximal

alues of the fraction of cooperators and the amount of common

esources in the parameter region b and δ. Without loss of gener-

lity, f b,δ
c and R b, δ are respectively divided by f max 

c and R max , re-

pectively, and accordingly normalized. Accordingly, through these

roper normalizations, the I b, δ value is constrained between zero

nd one. 

We then present the index I b, δ in dependence on both the basic

emand b and the reward intensity δ as shown in Fig. 2 . We can

learly find that when the basic endowment b is larger than 7.9,

he I b, δ value cannot reach the maximal value for any values of δ,

ven if full cooperation can be achieved. Instead, the I b, δ value is

round 0.5 in this parameter region. When the basic endowment b

s intermediate (4 < b < 7.9), the I b, δ value increases with increas-

ng δ. And when the basic endowment is less than 4, we find that

he I b, δ value first increases until reaching the maximal value, and

hen decreases with increasing the reward intensity δ. In addition,

or low δ, I b, δ increases with increasing the basic endowment b ; for

oderate δ, I b, δ decreases from the maximal value with increasing

 ; for large δ, the I b, δ value only has tiny changes with increasing
 . We thus can conclude that there exists an optimal parameter

egion of ( b, δ) in which the b value is small and the δ value is

ntermediate, which can lead to the maximal value of I b, δ . Further-

ore, we emphasize that in Fig. 2 , η is fixed at 0.5. However, even

f the η value is appropriately adjusted, the optimal region of ( b, δ)

till exists for the occurrence of win-win situation. 

In what follows, in order to intuitively understand the non-

rivial impact of basic demand b on the evolution of coopera-

ion for an intermediate δ, which is different from the finding in

ef. [41] , we show some typical snapshots as shown in Fig. 3 . To

o that, we use different colors not just for cooperators and defec-

ors, but also depending on the amount of common resources. To

e specific, blue (yellow) denote cooperators (defectors) that are

entral to groups where R i (t − 1) + 

∑ 

x ∈ i (s x αc − a i x (t)) ≥ Gb. Green

red) denote cooperators (defectors) that are central to groups

here 0 < R i (t − 1) + 

∑ 

x ∈ i (s x αc − a i x (t)) < Gb. Grey are defectors

here R i (t − 1) + 

∑ 

x ∈ i (s x αc − a i x (t)) = 0 . Besides, cooperators and

efectors are initially distributed uniformly at random. 

For low b (top row of Fig. 3 ), cooperation can be effectively

aintained. At first, yellow defectors expand rapidly by exploit-

ng the resource. However, blue cooperators can form clusters on a

mall-scale. Accordingly, cooperators in the clusters have an evolu-

ionary advantage because they can get more rewarded resources

ue to the low b value and subsequently these blue clusters can

xpand (see Fig. 4 ). On the contrary, due to the exhaustion of com-
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Fig. 3. Blue (yellow) are cooperators (defectors) that are central to groups in which each player can obtain the basic endowment, while green (red) are cooperators (defectors) 

that are central to groups in which each player can only obtain a part of basic endowment. Grey are defectors that are central to groups in which no resource can be allocated. 

Top row shows the time evolution of spatial patterns for b = 1 . Middle row shows the time evolution of spatial patterns for b = 4 . Bottom row shows the time evolution of 

spatial patterns for b = 10 . Other parameters: δ = 0 . 6 , R 0 = 20 , and L = 100 . (For interpretation of the references to color in this figure legend, the reader is referred to the 

web version of this article.) 

Fig. 4. Pattern formations as observed from a prepared initial state in which a domain of nine blue cooperators are present in a sea of yellow defectors for b = 1 . Parameters: 

δ = 0 . 6 , R 0 = 20 , and L = 100 . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. Pattern formations as observed from a prepared initial state in which a domain of nine blue cooperators are present in a sea of yellow defectors for b = 4 . Parameters: 

δ = 0 . 6 , R 0 = 20 , and L = 100 . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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mon resources yellow defectors first turn to red, and then grey

patches occur. These defectors become easy targets once being ex-

posed to blue cooperators. Hence blue cooperators are able to fur-

ther spread. On the other hand, defectors who are adjacent to

these blue cooperators in the expanded clusters will turn to yellow

since their neighboring cooperators are able to provide enough re-

sources for them. And they can survive even against blue domains

of cooperators. However, due to the emergence of large compact

cooperative clusters, cooperators can prevail in this situation. 

For intermediate b (middle row of Fig. 3 ), the scenario is dif-

ferent. At first, yellow defectors can get more resources due to the

increase of b . However, the common resources in yellow domains

are depleted faster. Then yellow defectors turn to red and then

grey patches emerge. On the other hand, blue cooperators can-

not get more rewarded resources due to the increase of b . Hence

blue cooperators cannot form largely compact clusters. On the con-

trary, blue cooperators become separated by strips of red defec-

tors (see Fig. 5 ). And they do not have too much evolutionary ad-

vantages over their defective neighbors since the latter can bene-
t from these neighboring blue domains. Subsequently, yellow de-

ectors emerge in large numbers, which can be detrimental to the

volution of blue cooperators. Accordingly, cooperation cannot be

reatly maintained. 

For large b (bottom row of Fig. 3 ), the situation changes again.

ote that the resources have always been consumed because the

ommon resource in common pool always do not meet every

ember’s large basic demand b . Hence, green cooperators and red

efectors emerge quickly. Correspondingly, each member of the

roup receives an equal share of the public good, and cooperators

ave an evolutionary advantage for the large b value [41] . Hence

reen cooperators can dominate the whole population, although

he common resource in each group cannot be sustained. 

Finally, we are interested in investigating whether the impacts

f basic demand b and reward intensity δ on the fraction of co-

perators f c still exist when the synergy factor α is changed. Ac-

ordingly, we first show the fraction of cooperators f c as a func-

ion of the basic endowment b for different values of α as shown

n Fig. 6 (a). We can find that f c first decreases until reaching the
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Fig. 6. Panel (a) shows the fraction of cooperators f c as a function of b for fixed reward intensity δ = 0 . 6 and different synergy factor α values. Panel (b) shows the fraction 

of cooperators f c as a function of δ for fixed basic demand b = 3 and different synergy factor α values. Here, R 0 = 20 and L = 100 . 
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inimal value and then gradually increases to one with increasing

 for each value of α. And the corresponding minimal value of f c 
ncreases with increasing α. These results indicate that the non-

rivial impact of b on f c is still in existence when α is in a certain

ange. In Fig. 6 (b), we show the fraction of cooperators as a func-

ion of the reward intensity δ for different values of the synergy

actor α. We can find that for each α value, f c increases with in-

reasing δ. It indicates that large reward intensity can still promote

ooperation even if the α value is changed. 

. Discussion 

To summarize, we have considered the resource allocation with

he rewarding endowment into the collective-risk social dilemma

nd studied its impacts on the evolution of cooperation and com-

on resources in spatially structured populations. We find that the

onsideration of rewarding endowment is favorable for the evolu-

ion of cooperation. And the fraction of cooperators in the popu-

ation increases with increasing the rewarding intensity. However,

he common resources will be exhausted if the reward intensity is

oo large, even full cooperation can be achieved. In addition, we

nd that when the basic endowment is high, full cooperation can

e achieved no matter how much the reward intensity is. However,

he common resources cannot be effectively sustained for high ba-

ic endowment. Interestingly, we find that there exists a param-

ter region of the basic endowment and the reward intensity in

hich cooperation can be promoted and meanwhile the common

esources can be maintained. We further introduce the quantita-

ive index to precisely identify this parameter region, and find that

uch win-win situation for the evolution of cooperation and the

aintenance of common resources can happen when the basic en-

owment is low and the reward intensity is intermediate. We fur-

her check that these observations can be still found when the val-

es of other model parameters are changed. 

In this work, we consider the resource allocation in a popu-

ation of individuals who play the PGG with environmental feed-

ack, motivated by the regimes in realistic resource management

ystems. Accordingly, in our proposed model individual’s payoff is

ot only influenced by the behavior choice, but also influenced by

he accumulation of common resources. In addition, it is depen-

ent on the regime of resource allocation in which the basic en-

owment and rewarding endowment are both considered. Further-
ore, we not only focus on the evolution of cooperation, but also

ocus on the accumulation of common resources. Hence, different

rom previous works [28,41] , our work is further strengthened on

he study of the governance of the commons. We find that there

xists the win-win situation, which can be present by properly ad-

usting the basic endowment and the rewarding intensity. Hence

ur work may provide some insights into the design of allocation

cheme for the maintenance of common resources, and we also

ope that our study will inspire further research aimed at study-

ng the evolution of cooperation and the maintenance of common

esources. 
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