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A B S T R A C T

We study the spatiotemporal dynamics of spiral waves in a lattice of chemically coupled memristive FitzHugh–
Nagumo neurons. We also introduce local and global functional inhomogeneities by means of variations
in nodal action potentials that are distributed in different ways. We find that, in the presence of globally
distributed random inhomogeneity, increasing the maximum threshold for excitability generates neurons with
reduced depolarization capacity. Although such a setup makes the entire medium less excitable and thus
challenges the robustness of emerging spiral waves, highly excitable neurons can compensate for the less
excitable ones, thereby nonetheless preserving the spiral wave pattern. However, this compensatory mechanism
has limitations, which can ultimately lead to the elimination of spiral waves under specific conditions. When
inhomogeneities are local, two different scenarios are possible. If the distribution is random, the spiral tip
cannot penetrate the inhomogeneous region but remains resilient against it. The tip is consistently anchored
to the inhomogeneity, meandering around its boundary. As the inhomogeneity size increases, the curvature
of the spiral tip and the propagation speed of the circular wavefronts decrease. If the distribution is uniform,
inhomogeneities are analogous to semi-conducting barriers, thus permitting the spiral rotor to penetrate while
sacrificing the strength of its wavefronts.
1. Introduction

Excitable media serve as frameworks where complex spatiotemporal
patterns can arise [1,2]. Many of these patterns display chiral struc-
tures [3], commonly recognized as spiral waves [4], and are manifested
in two-dimensional settings [5]. These waves represent regimes of self-
organization [6] and self-sustainability [7,8], frequently addressed in
the kinetics of chemical reaction–diffusion [9] and the heart mus-
cle [10]. A growing body of evidence indicates that the uninterrupted
periodic activity of reentrant sites [11], namely spiral rotors, could be
precursors to several severe cardiac arrhythmias [12].

In an ideally homogeneous medium, the spiral wave may rotate
uniformly around a center, possibly defined by initial conditions. Yet,
realistic biological tissues are more described as inhomogeneous me-
dia [13,14]. A stationary spiral wave anchored to a local inhomogeneity
is assumed to drive cardiac fibrillation [11]. In such an inhomogeneous
environment, kinematic parameters tend to be spatially dependent.
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Within the myocardium, inhomogeneity can be divided into struc-
tural and functional types. Structural inhomogeneity is exemplified by
inhomogeneous fibrosis of the muscle [15], while variations in the
duration of action potentials illustrate functional inhomogeneity [16].
The presence of neurons with varying levels of excitability within a
network adds another layer of complexity to the analysis [17,18]. From
the computational point of view, inhomogeneities can arise through
various mechanisms [19,20]. Structural inhomogeneity can be realized
by spatial variations in the diffusion coefficient of coupling [21], the
number of nodal connections within a lattice [22,23], and the place-
ment of defect blocks [24]. When inhomogeneity is applied to the
nodal kinetics parameters, it is categorized as functional. An instance
of functional inhomogeneity is discussed in Ref. [25], where the effects
of a vortex electric current introduced by a spatially polarized field is
assessed.

The parametric setting of the FitzHugh–Nagumo (FHN) model not
only simulates a time-dependent firing mechanism in excitable nerve
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cells [26,27] but also offers considerable computational flexibility [28].
Thus, many of its parameters can introduce inhomogeneity [29]. For
example, reducing the parameter responsible for the current inhibi-
tion resulted in immediate depolarization [15,30]. Similar effects can
be achieved by modifying the model’s relaxation parameter [23]. In
other neuronal models, inhomogeneities in the conduction properties
of models with explicitly defined channels have also been studied [31].

Distinct scenarios were observed when inhomogeneities were in-
troduced to the medium. Localized inhomogeneity can induce and
sustain coherent spiral waves [29]. This effect is frequently linked to
the attachment of the spiral rotor to the inhomogeneity site, known
as pinning or anchoring [32–36]. Another potential scenario involves
the drift of spirals [37,38], especially when considering a gradient
within the spatial arrangement of inhomogeneity [39,40]. Moreover,
inhomogeneity can also cause spiral waves to break into multiple
spirals with varying rotation speeds [13,41], analyzed from a wavelet
perspective [15].

In the present work, a lattice of chemically coupled memristive
FitzHugh–Nagumo neurons is realized. The model’s relaxation param-
eter is chosen as the inhomogeneity parameter. As this parameter
differs, the dynamic responses of neurons to stimuli manifest either as
sustained depolarization in a plateau-like manner or a rapid damping
response. Global and local cases are assessed for the spatial setting of
inhomogeneity. To our knowledge, minor perturbations in the excitabil-
ity of neurons across the entire lattice have seldom been addressed.
Therefore, the initial section of our results concentrates on evaluating
global functional inhomogeneities that are stochastically distributed,
which is in line with existing literature [42]. We then evaluate the
resilience of emerging spirals to increased variations in this stochastic
distribution. Although the literature on the effect of local inhomogene-
ity is rich, we have focused on a distinct perspective in this work.
Our primary objective is to identify which inhomogeneous regions can
be penetrated by the spiral tip. We then investigate types of local
inhomogeneities: one with a random distribution of excitability-tuning
parameters and another with a uniform distribution. If pinning occurs,
a phenomenon anticipated based on existing literature, we further
examine the secondary effects of pinning in terms of the propagation
speed of wavefronts.

The novelty of our research primarily resides in evaluating spirals
with varying characteristics, including spirals with denser propagating
waves resulting from a more curved reentrant tip and those with less
frequent wavefronts. Additionally, these propagating wavefronts can
differ in strength, evident in the thickness of the circular traveling
wavefronts.

The remainder of this paper is structured as follows: Section 2
explores the nodal dynamics and parameter implementation. It also
presents the synaptic connections and initial conditions required to gen-
erate single-core and centered spiral waves with varying characteristics.
Additionally, this section illustrates the nodal responses concerning
changes in relaxation parameters to elucidate the effects of inhomo-
geneity on the collective behaviors observed in subsequent sections.
Section 3 presents the results of spiral waves when the medium exhibits
three distinct scenarios of inhomogeneity. Section 4 briefly discusses
the underlying mechanism of pinning in the case of local inhomogene-
ity. Lastly, the final section provides the paper’s conclusion.

2. Methods and models

This section is organized into three primary subsections. The first
subsection describes the excitable medium design, which encompasses
the neuronal model governing nodal dynamics, internodal connections,
and the conditions required for the genesis of spiral waves. Subse-
quently, the tools employed to evaluate the propagation speed and the
strength of the traveling wavefronts of spirals are introduced. Finally,
the methodology for introducing inhomogeneity using the intrinsic
parameters of the FHN neuronal model is discussed.
2

2.1. Excitable medium design

The FitzHugh–Nagumo (FHN) model is frequently employed to
study the excitable dynamics of cardiac tissue and neuronal networks
[43,44]. In the extended FHN model, a third variable representing the
magnetic flux is incorporated. Since electrophysiological activities can
produce a time-varying electromagnetic field, the effect of electromag-
netic induction on the membrane potential must be considered [45,46].
In this study, the nodal dynamic is evolved by the three-variable
memristive Fitzhugh–Nagumo model [47], whose kinetic form is as
follows:
�̇�𝑖𝑗 = − 𝑘𝑢𝑖𝑗 (𝑢𝑖𝑗 − 𝑎)(𝑢𝑖𝑗 − 1) − 𝑢𝑖𝑗𝑣𝑖𝑗 + 𝑘0𝜌(𝜑𝑖𝑗 )𝑢𝑖𝑗 + 𝐼𝑠𝑦𝑛𝑖𝑗 ,

�̇�𝑖𝑗 =
(

𝜀 +
𝑣𝑖𝑗𝜇1

𝑢𝑖𝑗 + 𝜇2

)

[ −𝑣𝑖𝑗 − 𝑘𝑢𝑖𝑗 (𝑢𝑖𝑗 − 𝑎 − 1)],

�̇�𝑖𝑗 = 𝑘1𝑢𝑖𝑗 − 𝑘2𝜑𝑖𝑗 .

(1)

For the node with the index (𝑖, 𝑗) on the lattice, 𝑢𝑖𝑗 represents the trans-
membrane potential, 𝑣𝑖𝑗 adjusts the variability of the slow current, and
𝜑𝑖𝑗 describes the magnetic flux. Frequently in the literature, a specific
parametric set of 𝑘 = 8, 𝑎 = 0.15, 𝜇1 = 0.2, and 𝜇2 = 0.3 is chosen [47].
In the present work, we specifically focus on 𝜀 parameter due to its
modulatory effect on the medium’s excitability. Thus, in the following
sections, the numerical adjustment of the relaxation parameter 𝜀 will
be discussed in detail.

Fluctuations in the magnetic flux influence the membrane potential
through a flux-controlled memristor, whose memductance is defined as:

𝜌(𝜑𝑖𝑗 ) =
𝑑𝑞(𝜑𝑖𝑗 )
𝑑𝜑𝑖𝑗

= 𝛼 + 3𝛽𝜑𝑖𝑗
2, (2)

where the memductance parameters are set as 𝛼 = 0.2 and 𝛽 = 0.3.
The parameters 𝑘1 and 𝑘2 represent electromagnetic induction gains,
which are numerically set to 𝑘1 = 0.2, and 𝑘2 = 1. The Faradaic current
produced by 𝜌(𝜑)𝑢, modulates the membrane potential with a gain of
𝑘0 = 0.1 [47].

Within the lattice structured by memristive FHN neurons, the in-
ternodal connections are facilitated by chemical synapses. The chemical
coupling parametric setting allows us to generate desired spiral waves
with distinct propagation speeds and wavefront strength. Assuming
each node is connected to its eight nearest neighbors, the synaptic
current introduced into the neuron’s membrane at position (𝑖, 𝑗) is as
follows:

𝐼𝑠𝑦𝑛
𝑖𝑗 =𝑔𝑐

(

𝑉𝑟𝑒𝑣 − 𝑢𝑖𝑗
)

×
[

𝛤
(

𝜆, 𝜃, 𝑢(𝑖+1)𝑗
)

+ 𝛤
(

𝜆, 𝜃, 𝑢(𝑖−1)𝑗
)

+ 𝛤
(

𝜆, 𝜃, 𝑢𝑖(𝑗+1)
)

+ 𝛤
(

𝜆, 𝜃, 𝑢𝑖(𝑗−1)
)

+

1
2
× {𝛤

(

𝜆, 𝜃, 𝑢(𝑖+1)(𝑗+1)
)

+ 𝛤
(

𝜆, 𝜃, 𝑢(𝑖+1)(𝑗−1)
)

+ 𝛤
(

𝜆, 𝜃, 𝑢(𝑖−1)(𝑗+1)
)

+ 𝛤
(

𝜆, 𝜃, 𝑢(𝑖−1)(𝑗−1)
)

}
]

,

(3)

where 𝑔𝑐 denotes the intensity of the synaptic connection and 𝑉𝑟𝑒𝑣
represents the reversal potential, indicating the voltage threshold where
there is an equilibrium between inward and outward currents. The sign
of

(

𝑉𝑟𝑒𝑣 − 𝑢𝑖𝑗
)

determines the type of coupling, where if positive, the
synapse is excitatory, and if negative, it is inhibitory. Concerning the
range 0 ≤ 𝑢𝑖𝑗 < 1, setting 𝑉𝑟𝑒𝑣 = 2.5 provides excitatory connections.
Note that the synaptic connection between diagonal nodes is consid-
ered to be half as strong as that between axial ones. This distinction
contributes to forming a finely shaped geometric spiral characterized
by smoothly curved wavefronts.

The firing response of each neighboring synaptic terminal exhibits
a threshold-like sigmoid behavior described as:

Γ (𝜆, 𝜃, 𝑢) = 1 , (4)

1 + 𝑒−𝜆(𝑢−𝜃)
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Table 1
Subsets of local arrays assigned with depolarized and repolarized initial values.

𝑢0 𝑣0 𝜑0

(1) (75 ∶ 85, 1 ∶ 100) = 2 (75 ∶ 85, 1 ∶ 100) = 0 (75 ∶ 85, 1 ∶ 100) = 0
(2) (86 ∶ 105, 1 ∶ 100) = 0.7 (86 ∶ 105, 1 ∶ 100) = 0.2 (86 ∶ 105, 1 ∶ 100) = 0.1
(3) (106 ∶ 115, 1 ∶ 100) = 0 (106 ∶ 115, 1 ∶ 100) = 0.8 (106 ∶ 115, 1 ∶ 100) = 0.2
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where 𝜆 represents the slope of the sigmoid, and 𝜃 sets the firing thresh-
old. This threshold establishes the operating point at which neurons
respond smoothly, governed by the slope 𝜆. Here, we set 𝜃 = 0.25,
a suitable response threshold for synaptic terminals. The remaining
parameters related to chemical coupling, such as coupling strength
𝑔𝑐 and the sigmoidal activation slope 𝜆, serve as control parameters,
whose values will be further discussed.

This study examines a two-dimensional array consisting of 200 ×
200 nodes. The Euler forward algorithm simulates the three-variable
FHN model under no-flux boundary conditions. Given that the bound-
ary is spatially open, any spiral locus that does not stabilize within
the visible region generates waves that depart from the plane as they
propagate outward. It is well understood that spiral waves arise from
the interaction between depolarized and repolarized sites. This scenario
is constructed through the setup of initial conditions. The entire lattice
initially resides in a state of rest with 𝑢0 = 𝑣0 = 𝜑0 = 0. However,
three subsets of local arrays are assigned different initial values, each
encompassing depolarized and repolarized ensembles, and are defined
in Table 1.

The configuration in Table 1 is essential for spiral wave generation.
As the ensembles that initiate from a depolarized state commence
firing, the opposing ensemble in a repolarized phase continues to excite
the inactive neighboring nodes.

2.2. Estimating spiral wave propagation speed and wavefront strength

Through the help of chemical coupling parameters, especially 𝑔𝑐
and 𝜆, we have identified three distinct cases in our study: (a) slow–
weak, (b) fast–weak, and (c) fast–strong spiral waves. Note that ‘‘slow’’
and ‘‘fast’’ descriptors are relative terms specific to this research. The
parameters associated with each scenario can be found in Table 2.

The propagation speed of a spiral is closely linked to the angular
speed of its rotor, as the rotor is responsible for generating the circular
propagating waves. When the spiral’s rotor rotates at a slower speed,
the produced wavefronts propagate with greater distances between
them. Calculating the rotor’s angular speed requires complex compu-
tations, which are beyond the scope of this study. Therefore, a suitable
approach for understanding the speed of the spiral seed, or in general
terms, the propagation speed of spiral wavefronts, is the duration
between two sequential wavefronts reaching a fixed node within the
lattice. Thus, one can analyze the spiking activity of a selected node.
Note that we avoid nodes within the phase singularity region, where
the sustained rotation of the spiral seed gives rise to the spiral pattern.
Since many nodes start from rest due to the initial conditions, they
become excitable upon the wavefront’s arrival. Thus, the spiking period
(namely 𝑇𝑠) of a node serves as a reliable measure of the wavefront’s
travel speed. Throughout the paper, we primarily analyze the signal
𝑢(20,100)(𝑡), representing the voltage signal of a node situated outside the
phase singularity region. Additionally, this node is not located within
the local inhomogeneous zones we discuss later.

We apply a threshold filter to the lattice to determine the strength
of the wavefronts. Consequently, the nodal spiking pattern transforms
into a sequence of pulses. The duration of each pulse (namely 𝐷𝑝)
epresents the wavefront’s intensity, indicating the total duration of the
ave sensed by the node. The thresholding filter is applied as below:

́ (𝑖,𝑗)(𝑡) =

{

1 if 𝑢(𝑖,𝑗)(𝑡) ≥ 𝑇 ,
3

0 if 𝑢(𝑖,𝑗)(𝑡) < 𝑇 , t
where �́�(𝑖,𝑗)(𝑡) is the nodal thresholded signal for any node 𝑖, 𝑗 ∈
1, 200], and 𝑇 is the selected threshold. Based on our experiments, we
ropose 𝑇 = 0.7, as the spiking pattern of the FHN model lies within
he range [0, 1). Setting 𝑇 < 0.7 leaves the observed spiral pattern

in the lattice intact. Conversely, 𝑇 ≥ 0.7 causes the traveling spiral
wavefront to appear more constricted visually. Hence, 𝑇 = 0.7 is an
optimal threshold for distinguishing the active propagating wave from
the silenced areas of the plane. Table 2 provides details on both the
spiking periods 𝑇𝑠 and the durations of the pulses 𝐷𝑝 for the cases of
slow–weak, fast–weak, and fast–strong spiral waves.

From a biological perspective, the terms mentioned can be inter-
preted in the context of the literature on the timings of action potentials
in a myocyte. Here, ’pulse duration’ refers to the action potential
duration, ’spiking period’ is synonymous with the diastolic interval, and
their summation is termed the activation cycle length [13], also viewed
as the refractory period. These analogies help elucidate the biological
underpinnings of the work. However, we will proceed with our distinct
parametric definitions based on our computational tool.

For each case, with an 𝜀 = 0.005, the spiking signal 𝑢(20,100)(𝑡),
and the pulse train resulted from the thresholding, �́�(20,100)(𝑡) are de-
picted in Fig. 1. For each spiral, the difference in propagation speed
and wavefront strength can be sensed from the snapshots shown in
Fig. 1. The slow–weak, fast–weak, and fast–strong spirals are illus-
trated in Fig. 1(a2), Fig. 1(b2), and Fig. 1(c2) respectively. The wave-
fronts of slow spirals traverse with more significant gaps between
them. Moreover, the wavefronts of stronger spirals display increased
thickness.

2.3. Medium inhomogeneity

In this paper, inhomogeneities arise due to parameter 𝜀 mismatches
between adjacent neurons. Before introducing the types of inhomo-
geneities examined in this study, we provide insights into the conse-
quences of varying 𝜀 values. We then analyze how these alterations
influence a neuron’s response based on the strength of the stimulus.
The primary stimulus throughout this paper is the traveling spiral
wave. However, in this subsection, we propose that 𝑢0 can mimic the
wavefront of the spiral wave as it reaches a specific node within the
lattice. In other words, the initial condition can be perceived as an
instantaneous stimulation at 𝑡 = 0. Concerning the threshold 𝑇 = 0.7,

hich signifies the minimum voltage for propagating wavefronts, we
valuate the responses of a single FHN neuron to conditions 𝑢0 = 0.2,
0 = 0.7, and 𝑢0 = 1.2. This evaluation enriches our comprehension
f how slow–weak, fast–weak, and fast–strong spiral waves influence
odal responses. Additionally, in line with the findings presented in the
ubsequent sections, this analysis illuminates the reasons behind the
obustness of spiral wave propagation against specific inhomogeneity
anges and its vulnerability in others.

In Fig. 2, the membrane potential response of a single FHN neuron
s displayed for different values of 𝜀 = 0, 0.0025, 0.005, 0.0075, 0.01,
.03, 0.1 and 0.5. In Fig. 2(a) for (𝑢0, 𝑣0, 𝜑0) = (0.2, 0.2, 0.1) the response
s damping. When 𝜀 values are low, specifically 𝜀 < 0.1, the response
s underdamped, with a notable overshoot as we set 𝜀 = 0. When the
euron has 𝜀 = 0.5, the overshoot is not pronounced, indicating a more
verdamped response. In Fig. 2(b) with (𝑢0, 𝑣0, 𝜑0) = (0.7, 0.2, 0.1) the
esponse is also damping. Interestingly, even a high value of 𝜀 = 0.5,
esults in an underdamped response. Nevertheless, the time constant for
hese responses varies significantly. A smaller 𝜀 corresponds to a higher

ime constant, leading to a more prolonged plateau. In such cases,



Chaos, Solitons and Fractals: the interdisciplinary journal of Nonlinear Science, and Nonequilibrium and Complex Phenomena 179 (2024) 114413D. Nezhad Hajian et al.
Fig. 1. Spiral waves with varying wavefronts propagation speed and strength. The relaxation parameter is 𝜀 = 0.005. In the left column, the spiking signal 𝑢(20,100)(𝑡) is displayed in
blue in the foreground. The pulse train in the background with the orange coloring features the thresholded signal �́�(20,100)(𝑡). A black dotted line represents the threshold 𝑇 = 0.7
that converts the blue spiking signal into the orange pulse train. The period of spiking at the nodal index (20, 100) serves as an estimate for the propagation speed. The strength
of the wavefront is deduced by the pulse train, where the duration of each pulse indicates the wavefront’s strength. In the right column, the whole lattice is displayed, and the
corresponding thresholded spiral wave for each scenario is depicted as follows: (a) slow–weak, (b) fast–weak, and (c) fast–strong. In case (a) the propagation speed and strength
of wavefronts are the lowest. Conversely, case (c) exhibits a spiral wave with a higher speed of propagation and stronger wavefronts.
Table 2
Parametric setting of generated spiral waves, the spiking period, and the pulse duration values computed
by 𝑢(20,100)(𝑡) representing the speed and strength of spiral wavefronts depicted in Fig. 1 respectively.

Type of spiral wave Chemical coupling setting Spiking period Pulse duration

𝑔𝑐 - 𝜆 𝑇𝑠 𝐷𝑝

(a) Slow–weak 0.02 - 12 155 s 6 s
(b) Fast–weak 0.025 - 12 50 s 6 s
(c) Fast–strong 0.025 - 50 40 s 10 s
the FHN neuron maintains its excited state for an extended duration.
This behavior is typical of systems with inadequate damping, where
excitation is not dissipated quickly. Setting higher values of 𝜀 leads
to the faster dissipation of neuron excitation. Finally, in Fig. 2(c) we
set (𝑢0, 𝑣0, 𝜑0) = (1.2, 0.2, 0.1). In these conditions, all responses are
overdamped. The neuron returns to equilibrium smoothly, without any
overshoot. However, the plateau behavior is maintained. Besides the
information in Fig. 2, it is essential to note that any 𝑢0 < 0.2 results in
an identical overdamped response, regardless of the 𝜀 value chosen.

Given this study, as the rotating spiral voltage predominantly falls
within 0.7 < 𝑢 < 1, the scenarios in Fig. 2(b) are most relevant,
representing the response of a neuron in the lattice as the wave hits
its location.
4

Inhomogeneity can be distributed in two primary ways: random or
uniform. Additionally, the inhomogeneity zone can be global, covering
the entire lattice, or local, confined to a particular region. In this study,
we examine three distinct scenarios:

1. Globally distributed random inhomogeneity
2. Locally distributed random inhomogeneity
3. Locally distributed uniform inhomogeneity

In every scenario, the default value of 𝜀 is set at 0.005 unless
stated otherwise. Our primary objective is to elevate the value of 𝜀,
randomly or uniformly, within the planar arrays. This is to assess
the robustness of different spirals, including slow–weak, fast–weak,
and fast–strong, against these inhomogeneities. Consequently, for each
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Fig. 2. The membrane potential response of a single FHN neuron, 𝑢(𝑡), for different values of 𝜀 = 0, 0.0025, 0.005, 0.0075, 0.01, 0.03, 0.1 and 0.5. (a) With initials
(𝑢0 , 𝑣0 , 𝜑0) = (0.2, 0.2, 0.1), responses are underdamped. The maximum overshoot belongs to 𝜀 = 0. (b) With (𝑢0 , 𝑣0 , 𝜑0) = (0.7, 0.2, 0.1), responses are underdamped with conserved
excitation in the form of a plateau. The most prolonged plateau belongs to 𝜀 = 0. (c) With (𝑢0 , 𝑣0 , 𝜑0) = (1.2, 0.2, 0.1), responses are overdamped with the same plateau patterns as
in (b). The responses indicate that as the value of relaxation parameter in the FHN model is increased, the neuron’s capacity to maintain an excited state diminishes.
Fig. 3. Evolution of the slow–weak spiral wave in a lattice with globally distributed random inhomogeneity. For each case, the inhomogeneity interval is taken as (a) 𝜀 ∈ [0, 0.01],
(b) 𝜀 ∈ [0, 0.05], (c) 𝜀 ∈ [0, 0.1]. The wave’s reentrant capability is intactly maintained in case (a). In case (b) the spiral rotor succeeds to form, however the wavefronts are weakened
due to the total elevation in the 𝜀 value. In case (c), when 𝜀𝑚𝑎𝑥 = 0.1, an increased number of nodes randomly become less excitable. The reduction in the total excitability of the
plane causes spiral rotors to become unstable and eventually cease.
scenario, we report the maximum tolerable value of 𝜀 for the spiral
rotor. This approach stems from the observation that increasing 𝜀
results in diminished responses with a reduced capacity to maintain
excitation or plateau behavior.

3. Results

3.1. Globally distributed random inhomogeneity

In this section, we evaluate the formation of spiral waves within a
lattice of FHN neurons. For these neurons, the 𝜀 parameter is randomly
chosen from the interval [0, 𝜀max]. Here, 𝜀max represents the maximum
tolerable inhomogeneity. For each scenario – slow–weak, fast–weak,
and fast–strong – 𝜀max is increased in three stages, as depicted in
subplots (a) to (c) in Figs. 3 to 5. Each subplot displays a series of
snapshots illustrating the temporal evolution of spirals within the 2D
plane.

Initially, for all of the cases, we set 𝜀max = 0.01. The subsequent
two values for 𝜀max vary depending on the type of spiral. The second
value represents a mid-range point where the spiral locus stabilizes.
However, during this phase, the characteristics of the spiral, such as
propagation speed and wavefront strength, are diminished. In the final
scenario, 𝜀max is adjusted to the lowest value at which spirals can no
longer form. In this situation, the free end of the spiral wave, which
would typically form a stable rotor, fails to reenter itself at a fixed
spatial zone and instead moves outward, eliminating any propagating
wave from the lattice. For each scenario, we also report the maximum
tolerable 𝜀 value if all neurons in the lattice had that value uniformly.
As anticipated, 𝜀max in the random configuration is higher than the
uniform 𝜀 value.
5

In Fig. 3, we adjust the chemical coupling parametric settings to
generate a slow–weak spiral. In Fig. 3(a), the inhomogeneity parameter
𝜀 is randomly selected from the interval 𝜀 ∈ [0, 0.01]. As interactions
between locally excited sites and the silent lattice occur, the free
end of the vertically propagating wave bends, reentering inwards.
Consequently, a stable rotor forms, completing the spiral pattern. This
suggests that the slow–weak spiral can withstand a random inhomo-
geneity with a maximum value of 𝜀 = 0.01. In Fig. 3(b), the interval
of inhomogeneity is broadened to 𝜀 ∈ [0, 0.05]. Under this condition,
a traveling spiral pattern dominates the plane through further inward
rotation. However, the original shape and dynamics of the spiral are af-
fected. The propagation speed reduces, causing the circular wavefronts
to move in higher proximity. Examining the snapshots in Fig. 3(b) more
closely, we observe that the spiral rotor does not remain stationary
at a specific node but meanders along a circular path, confined to
an area encompassing several nodes. Such a meandering spiral wave
arises from a destabilization source. Therefore, introducing a higher
degree of inhomogeneity, taking 𝜀max = 0.05, destabilizes the stationary
rotor, though not to the extent of immediate elimination after temporal
evolution starts. In Fig. 3(c), 𝜀max slightly surpasses the maximum
tolerable value for spiral rotors to endure. With random inhomogeneity
in the range 𝜀 ∈ [0, 0.1], the formation of the spiral rotor, given the
selected initial condition, fails, disrupting the reentrant-free end of the
traveling wave. The residual plane wave quickly exits the observable
region in the initial iterations. Therefore, the formation of a slow–
fast spiral ceases at 𝜀max = 0.1. Interestingly, this value surpasses
the maximum 𝜀 if uniformly set throughout the lattice. Based on our
experiments, if the 𝜀 parameter is globally set at 𝜀 = 0.05, the formation
of such a spiral does not occur.
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Fig. 4. Evolution of the fast–weak spiral wave in a lattice with globally distributed random inhomogeneity. For each case, the inhomogeneity interval is taken as (a) 𝜀 ∈ [0, 0.01],
(b) 𝜀 ∈ [0, 0.1], (c) 𝜀 ∈ [0, 0.18]. The wave’s reentrant capability of spiral tip maintained in case (a). In case (b) the spiral rotor succeeds to form, however the wavefronts are
weakened due to the random decrease in excitability of neurons. In case (c), where 𝜀max = 0.18, the lattice does not tolerate the diminished excitability, leading to the failure of
the fast–weak spiral rotor to become spatially stable.
Fig. 5. Evolution of the fast–strong spiral wave in a lattice with globally distributed random inhomogeneity. For each case, the inhomogeneity interval is taken as (a) 𝜀 ∈ [0, 0.01],
(b) 𝜀 ∈ [0, 0.1], (c) 𝜀 ∈ [0, 0.25]. In cases (a) and (b), where 𝜀max of random inhomogeneity is less, the rotor of the fast–strong spiral survives. Few scattered excited nodes can be
observed near the traveling wavefronts, as the lattice synaptic connection is enhanced in the case of fast–strong spiral wave. In case (c) even a medium synaptically suitable for
the generation of a fast–strong spiral wave does not tolerate the diminished excitability at 𝜀max = 0.25. The total reduction in the medium excitability caused by 𝜀 increase leads
to the failure of the fast–strong spiral rotor to form.
In Fig. 4, the chemical coupling parametric settings are adjusted to
generate a fast–weak spiral. Specifically, in Fig. 4(a), the inhomogene-
ity parameter 𝜀 is randomly selected from the interval 𝜀 ∈ [0, 0.01]. The
selected initial condition successfully leads to the formation of a well-
shaped fast–weak spiral. A random inhomogeneity with a maximum
value of 𝜀 = 0.01 is tolerable, maintaining the characteristics of the
spiral. In contrast, extending the inhomogeneity range to 𝜀 ∈ [0, 0.1]
results in a decreased propagation speed, as shown by the increased
distance between sequential wavefronts and diminished strength. No-
tably, within this range, the slow–weak spiral was eliminated, as seen
in Fig. 3(c). For the fast–weak spiral to lose its reentrance capability,
inhomogeneity must be expanded to 𝜀 ∈ [0, 0.18], as illustrated in
Fig. 4(c). Here, the spiral tip’s inability to complete a rotation leads to
its translational movement out of the lattice. Experiments suggest that
if 𝜀 is uniformly set at 𝜀 = 0.07, the spiral does not form, indicating
that the maximum tolerable 𝜀 in a random distribution is higher, at
𝜀max = 0.18.

In the final scenario, a fast–strong spiral is analyzed. As depicted in
Fig. 5(a), the inhomogeneity range is set to 𝜀 ∈ [0, 0.01]. Initially, the
wavefront that forms is notably stronger but subsequently reverts to the
strength expected from the fast–strong spiral. Upon closer inspection, it
becomes evident that the initial wavefronts are encircled by scattered
excited nodes, which do not align cohesively to form a consistent
wavefront. Given that the range 𝜀 ∈ [0, 0.01] represents a domain
where neurons are highly excitable, nodes not directly part of the
main wavefront can demonstrate excited behaviors. Nonetheless, this
phenomenon is more pronounced in the context of the fast–strong
6

spiral, where chemical coupling parameters are more suitable for wave
propagation. In Fig. 5(b), extending the inhomogeneity range to 𝜀 ∈
[0, 0.1] results in a weakened spiral, both in terms of wavefront strength
and propagation speed. Ultimately, taking 𝜀max = 0.25, the spiral wave
formation becomes unachievable, as displayed in Fig. 5(c). The wave
tip no longer exhibits reentrancy and drifts out of the observable region.
If 𝜀 value had been uniformly set, the spiral could tolerate a value up
to 0.11 in this scenario.

After discussing these results, examining the response types in
Fig. 2(b) is worthwhile. When stimulated under this condition, neurons
exhibit an underdamped response, resulting in an overshoot. This
allows the excited neuron to maintain its excitation for an extended
duration. Such a capability is advantageous when discussing wave
propagation in a coupled lattice, as neurons retain sufficient time
to transfer excitement to neighboring neurons. Particularly when a
plateau arises, the excitation persists even longer. However, as 𝜀 value
increases, the neuron’s capacity to stay depolarized decreases. For
a lattice with a uniform higher value of 𝜀, the outcomes are more
straightforward to comprehend. Globally, the entire plane becomes
less excitable, thus no spiral pattern is shaped. Yet, when neighboring
neurons exhibit varying abilities, as we set 𝜀 values randomly, the
situation becomes more complicated.

By randomly selecting the 𝜀 value, which results in variable ex-
citability within the medium, it is the lattice’s collective behavior,
rather than the properties of a single neuron, that is examined. Our
findings from Figs. 3 to 5 demonstrate that more excitable neurons can
compensate for less excitable ones, sustaining the spiral wave pattern
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Fig. 6. Local-centered inhomogeneity constructed of 20 × 20 nodes. (a) The nodal 𝜀 distribution within the lattice. The inhomogeneous site is created by random values of
𝜀 ∈ [0, 0.5]. The rest of the lattice has a consistent value of 𝜀 = 0.005. (b) Snapshots of the formation of a fast–strong spiral, with its tip pinned to the inhomogeneous zone. This
spiral wave rotates around the periphery of the inhomogeneous square. Due to the longer trajectory the spiral rotor has to navigate to complete a 360-degree rotation, the number
of propagating wavefronts within the lattice is reduced, leading to a decreased propagation speed. (c) The spiking pattern of 𝑢(20,100)(𝑡), representing the propagation speed of the
spiral wave. The spiking period is notably increased to 𝑇𝑠 = 220.
across the plane. However, this compensatory ability has its limits. The
functionality of an excessively unexcitable neuron (with a high 𝜀 value)
cannot be compensated for, making the pattern formation unattainable.
Our findings indicate that setting 𝜀max = 0.1, 0.18, and 0.25, for slow–
weak, fast–weak, and fast–strong spiral waves, respectively, reduces
the total excitability of the medium, and this deficiency cannot be
compensated.

3.2. Locally distributed random inhomogeneity

In this section, instead of a global distribution, we introduce inho-
mogeneity within a specified region, namely locally distributed. Biolog-
ically, when such conditions are localized, these zones can be perceived
as conduction barriers, either non-conductive or semi-conductive, as
studied in vitro [48]. The chemical coupling parameter is set to gener-
ate a fast–strong spiral wave. Based on observations from the previous
section, this spiral demonstrated remarkable resilience against medium
inhomogeneity, tolerating 𝜀max = 0.25. Nodes outside the localized
inhomogeneity are assigned a value of 𝜀 = 0.005. Within the inhomo-
geneous zone, 𝜀 is randomly taken from the range [0, 0.5]. Note that
the chosen 𝜀max = 0.5 surpasses the previously identified threshold
for the fast–strong spiral when inhomogeneity was distributed glob-
ally. The placement of this local inhomogeneity can vary; however,
we specifically focus on where the spiral rotor is likely to appear.
This is because the rotor, or phase singularity, is essential for the
reentrance and sustained propagation of the spiral wave. The rotor
forms around the coordinates (100, 100) based on the selected initial
conditions. Consequently, the locally inhomogeneous region is designed
as a symmetrical square centered at node (100, 100). We consider three
scenarios varying in the size of this inhomogeneous square: dimensions
of 20×20, 40×40, and 80×80 are explored. The outcomes of these con-
figurations present notable differences compared to cases with globally
distributed inhomogeneity.

Fig. 6(a) represents the results for a local inhomogeneous area of
size 20 × 20, where the inhomogeneity is randomly distributed in the
range 𝜀 ∈ [0, 0.5]. As the fast–strong spiral wave attempts to form by
its free-end reentrance, it tends to rotate around the inhomogeneous
7

zone. Surprisingly, although the spiral wave tip cannot enter the inho-
mogeneity site, it does not prevent the formation of the spiral locus.
Instead, it becomes the center of the wave tip’s rotational movement.
The snapshots in Fig. 6(b) exhibit the rotational movement of the gen-
erated spiral wave, making a complete turn around the inhomogeneous
square’s periphery. However, in a homogeneous lattice with 𝜀 = 0.005,
the spiral seed takes localized rotations, restricted to a point, as shown
in Fig. 1(c2). Based on the spiking period of 𝑢(20,100)(𝑡) in Table 2, the
propagation period of fast–strong spiral is estimated by spiking period
𝑇𝑠 = 40. Conversely, in this scenario, the spiral tip moves rotationally
along a trajectory composed of several nodes. Therefore, the time taken
for the spiral to turn on the margin of the inhomogeneity site affects
the propagation speed of its wavefronts. Fig. 6(c) represents the spiking
pattern of 𝑢(20,100)(𝑡), suggests that the spiking period has increased to
𝑇𝑠 = 220, indicating the decelerated propagation of spiral wavefronts.
It is important to note that since the main body of the spiral remains
within the lattice of 𝜀 = 0.005, the strength of the wavefronts remains
unchanged, as initially seen in Fig. 1(c2).

Fig. 7(a) displays results for a local inhomogeneous area expanded
to a size of 40 × 40. When the fast–strong spiral wave’s tip attempts to
reenter itself, it pins to the inhomogeneous zone. Similar to previous
observations, the spiral wave tip cannot penetrate the inhomogeneity
site, essentially becoming the focal point of the wave tip’s rotational
movement. Snapshots shown in Fig. 7(b) capture the rotational move-
ment of the produced spiral wave. Its tip, pinned to the inhomogeneity,
orbits the inhomogeneous perimeter. Due to the larger periphery of
the 40 × 40 localized inhomogeneity, the spiral tip navigates a more
extended path to complete a 360-degree rotation. Consequently, the
observable region depicts a contracted spiral body, and there is an
elongation in the propagation period of the circular wavefronts. This
observation is further proved by Fig. 7(c), which illustrates the spiking
pattern of 𝑢(20,100)(𝑡). The spiking period has stretched to 𝑇𝑠 = 400,
indicating the decelerated propagation pace of spiral wavefronts. As
previously highlighted, the spiral pattern body lies within the lattice
where 𝜀 = 0.005, keeping the strength of the wavefronts consistent.

In the last scenario, the inhomogeneity size is increased, spanning a
square of 80 × 80 nodes. The nodal distribution of 𝜀 within the lattice is

portrayed in Fig. 8(a). Snapshots in Fig. 8(b) demonstrate spiral wave
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Fig. 7. Local-centered inhomogeneity constructed of 40 × 40 nodes. (a) The nodal 𝜀 distribution within the lattice. The inhomogeneous site is created by random values of
𝜀 ∈ [0, 0.5]. The rest of the lattice has 𝜀 = 0.005. (b) Snapshots of the formation of a fast–strong spiral, with its tip pinned to the inhomogeneous zone. This spiral wave rotates
around the periphery of the inhomogeneous square. Because of the longer trajectory the spiral rotor must navigate to complete a 360-degree rotation, the spiral body within the
observable region appears shrunken. The decrease in the tip curvature of spiral results in loosely shaped circular wavefronts. (c) The spiking pattern of 𝑢(20,100)(𝑡), representing the
propagation speed of the spiral wave. The excitement period is notably increased to 𝑇𝑠 = 400.
Fig. 8. Local-centered inhomogeneity constructed of 80 × 80 nodes. (a) Inhomogeneity parameter 𝜀 distribution within the lattice. Random values of 𝜀 within the range [0, 0.5]
characterize the inhomogeneous site. Outside of the inhomogeneous region 𝜀 = 0.005. (b) Snapshots of the formation of a fast–strong spiral, with its tip anchored to the inhomogeneous
zone. This spiral wave orbits the periphery of the inhomogeneous square. Due to the extended periphery of the inhomogeneity zone, the spiral rotor has to navigate a longer path,
and even a more minor part of the spiral body is present within the observable region. (c) The spiking pattern of 𝑢(20,100)(𝑡), an indicator of the spiral wave’s propagation speed.
The period of excitement is increased to 𝑇𝑠 = 760.
formation in which the previous scenarios can be observed. First, the
spiral tip is pinned to the inhomogeneous zone. Then, this anchored tip
orbits the inhomogeneity’s periphery. Given the 200 × 200 dimensions
of the entire lattice, the local inhomogeneous zone of 80 × 80 is notably
large. As the spiral tip is bound to pave this extensive path, even a
more limited part of the spiral body is present within the observable
area. Consequently, the propagation speed for the spiral wavefront is
decelerated. As displayed in Fig. 8(c), the spiking pattern of 𝑢(20,100)(𝑡)
manifests a period of 𝑇𝑠 = 760, consistent with the reduced propagation
8

velocity of the traveling spiral within the lattice. As before, the intensity
of the wavefronts remains unaltered.

The results presented in Figs. 6 to 8 highlight several vital insights.
First, when a spiral forms within a medium containing a random,
concentrated inhomogeneity spot, the tip of the spiral cannot enter
this spot. Nevertheless, direct contact between the spiral rotor—which
acts as the primary source of the spiral wave propagation—does not
result in the complete elimination of the spiral wave. The spiral pattern
can maintain its integrity and consistency if the remainder of the
spiral body is within a properly excitable medium (as the rest of the
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Fig. 9. A local-centered inhomogeneity with a uniform distribution constructed of 40 × 40 nodes. Outside of the inhomogeneous region, 𝜀 = 0.005. The first row displays the 𝜀
distribution within the lattice. The inhomogeneity 𝜀 for each case is: (a1) 𝜀 = 0.01, (b1) 𝜀 = 0.055, (c1) 𝜀 = 0.1. The interaction of spiral waves with the induced inhomogeneity
is depicted in the second row with: (a2) slow–weak, (b2) fast–weak, (c2) fast–strong spiral wave. In case (a), the slow–weak spiral tip is unable to penetrate the inhomogeneity
site with 𝜀 = 0.01. Consequently, the spiral cannot maintain its nodal locus rotation and rotates around the periphery of the inhomogeneity, essentially becoming anchored to it.
In case (b), the fast–weak spiral exhibits stronger wavefronts, enabling it to penetrate an inhomogeneity site with 𝜀 = 0.055, which allows the spiral to preserve its nodal locus
rotation. In case (c), with a fast–strong spiral, maintaining the nodal locus rotation is achievable even at a higher inhomogeneity value of 𝜀 = 0.1. Note that for cases (b) and (c)
the nodal loci are preserved at the cost of a weakened wavefront within the inhomogeneous site.
lattice is homogeneous with 𝜀 = 0.005). Secondly, the localized inho-
mogeneity becomes the center around which the spiral’s tip rotates.
Throughout its rotation, the spiral tip remains continuously pinned
to the inhomogeneity. This continuous attachment causes the spiral
rotor to meander along the inhomogeneity’s perimeter. As the size
of the inhomogeneity increases, so does its periphery, meaning the
anchored spiral tip must navigate an extended path. For the spiral
wave to generate a propagating circular wavefront, the spiral tip has to
complete a 360-degree rotational reentrance. Consequently, the longer
the meandering trajectory, the larger the radius of rotation becomes,
increasing the curvature of the spiral wave. Within the observable area
of the lattice, a smaller portion of the spiral becomes evident.

To conclude, when evaluating the robustness of the spiral wave
against a localized inhomogeneity with a random distribution, the
spiral wave proves robustness. Its tip survives by being anchored onto
the inhomogeneity and maintaining its self-sustained rotation.

3.3. Locally distributed uniform inhomogeneity

In this section, we evaluate the interactions of three types of spiral
waves – slow–weak, fast–weak, and fast–strong – with a local inho-
mogeneity site where the 𝜀 value is uniformly set. The excitability of
the rest of the lattice is defined by 𝜀 = 0.005. As previously noted,
the random inhomogeneity site acts as the pivot for the spiral wave’s
rotation due to the attachment of its tip, which never penetrates this
site. Our primary goal is to determine the maximum 𝜀 value within the
uniform inhomogeneity zone that permits the spiral tip’s entry while
maintaining its intended nodal locus. By ’nodal locus,’ we refer to an
intrinsic characteristic of a spiral wave in which its rotor remains sta-
tionary and is bound to a specific site, known as the phase singularity.
Given the distinct characteristics of the three spirals, the 𝜀 value
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𝑚𝑎𝑥
varies for each. Within the forthcoming results, the inhomogeneity site
is a square of 40 × 40 size.

Fig. 9(a1) demonstrates that the inhomogeneity value is set to 𝜀 =
0.01, implying that compared to the rest of the lattice, 𝜀 is doubled. The
manifestation of the spiral wave with this inhomogeneity is illustrated
in Fig. 9(a2). The spiral tip cannot enter such an inhomogeneity.
Although our primary goal was to determine the maximum 𝜀 value
that allows the spiral tip to penetrate, we made an exception for
the slow–weak spiral. Our experiments suggest that setting the local
inhomogeneity to 𝜀 < 0.01 allows the entrance of the spiral tip, notably,
with no change in the spiral wave geometry. The slow–weak spiral
seemingly lacks the strength to enter an inhomogeneity site with high
𝜀 without compromising consistency. This observation becomes clearer
when evaluating the subsequent scenarios. In Fig. 9(b1), the local inho-
mogeneity is set to 𝜀 = 0.055. By introducing a fast–weak spiral within
this lattice, the spiral tip manages to penetrate the inhomogeneity
site, albeit with difficulty. The segment of the spiral wave within the
inhomogeneity weakens, as portrayed in Fig. 9(b2). For 𝜀 < 0.055, the
spiral tip’s degradation is not as pronounced, while for 𝜀 > 0.055, the
inhomogeneity blocks the spiral tip’s entrance. Therefore, the upper
limit of 𝜀 that permits the entry of the spiral tip while retaining its
nodal locus, in this instance, is 𝜀 = 0.055. Such an outcome suggests
that the fast–weak spiral case is more robust and tends to maintain
its nodal locus, even within the boundaries of an inhomogeneity zone
where node excitability is diminished due to increased 𝜀 values. Lastly,
the inhomogeneity value is set at 𝜀 = 0.1, as displayed in Fig. 9(c1).
This inhomogeneity value accommodates the fast–strong spiral wave,
allowing it to access the inhomogeneity zone while preserving its nodal
locus, as shown in Fig. 9(c2). This entry, however, comes at the cost of
diminished strength of the penetrated portion of the spiral tip. Setting
𝜀 > 0.1 causes the spiral rotor to become nonstationary, meandering

around the periphery of the inhomogeneous zone.
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4. Discussion

The manifestations seen from locally distributed inhomogeneities
lead us to perceive them as obstacles. Yet, it is essential to understand
that these inhomogeneities do not strictly qualify as anatomical obsta-
cles. They are made up of excitable cells with excitability that varies
from their neighboring regions, classifying them as functional inhomo-
geneities. In contrast, obstacles, being naturally occurring structural
inhomogeneities like arteries, can anchor a drifting spiral wave and
stabilize it [49]. Nevertheless, the anchoring phenomenon observed in
our case of local inhomogeneity aligns consistently with that caused by
anatomical obstacles.

Existing literature investigates the reasons behind the attachment
of reentrant seeds to anatomic obstacles. Related to wave conduction
or blockage, the term ‘‘safety factor’’ is defined [50]. This factor is
determined by the relationship between the available current to excite
cells (source) at the wavefront and the required depolarizing current for
adjacent cells to reach the excitation threshold (sink). This relationship
dictates whether conduction will occur or be blocked [51]. Based on
the source–sink ratio, the safety margin for wave propagation provides
insights into the pinning phenomenon. It is important to note that not
all segments of a spiral wavefront possess the same stimulating efficacy
(source). Due to its high curvature, the tip of a spiral wave inherently
has a lower safety margin (source) for propagation compared to the
less curved periphery of the wavefront. When faced with a relatively
larger obstacle, the sink of a rotating wavefront diminishes, leading to
an increased source-to-sink ratio (safety factor). This amplification in
the safety factor engages a larger domain of cells. As a result, all cells
at the boundary of the obstacle become depolarized. This collective de-
polarization at the obstacle’s boundary facilitates the attachment of the
spiral seed to the obstacle, elucidating the anchoring mechanism [34].

5. Conclusion

The present report constructed a lattice of chemically coupled mem-
ristive FitzHugh–Nagumo neurons. The initial condition and the chem-
ical coupling setting were adjusted to produce three cases of spirals,
varying in propagation speed and wavefront strength. Tools for as-
sessing the mentioned characteristics were introduced. The relaxation
parameter was employed as the source of functional inhomogeneity,
whose variation produced different responses from sustained depo-
larization to becoming rapidly damped. Both global and local spa-
tial inhomogeneities were examined. Global inhomogeneity distributed
stochastically was assessed, and the resilience of emerging spirals to
variations in the range of such distribution was also evaluated. For
the case of local inhomogeneity, we examined how the spiral tip
could penetrate. Two types of local inhomogeneities were studied:
one with random excitability-tuning parameters and another with a
uniform distribution. When pinning was observed, its secondary effects
on propagation speed were further analyzed.

In the case of global inhomogeneity, the relaxation parameter was
randomly chosen within a region that ranged from zero to a maximum
value. Low values were observed to enable an excited neuron to sus-
tain its excitation for a prolonged period, providing an advantage for
wave propagation. By randomly increasing the range’s maximum value,
neurons with diminished ability to remain depolarized were generated.
Consequently, the entire plane was rendered less excitable on a global
scale. Our findings demonstrated that more excitable neurons could
compensate for those less excitable, maintaining the spiral wave pattern
across the plane. However, this compensatory capability was found to
have boundaries. In all spiral waves, whether slow–weak, fast–weak, or
fast–strong, setting a specific maximum resulted in neurons so rapidly
damped that this deficiency could not be compensated for. Thus, the
emerging spiral wave was broken or driven out of the lattice.

In the case of local inhomogeneity, two distinct scenarios were
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observed, depending on whether the inhomogeneity distribution was
random or uniform. In the random scenario, it was noted that the
spiral tip could not penetrate the inhomogeneous spot. However, the
emerging spiral wave remained resilient against this inhomogeneity,
even if the inhomogeneous spot was situated at the location where
the spiral rotor would eventually interact with it. Nonetheless, the
spiral tip was consistently anchored to the inhomogeneity during its
rotational movement, meandering around the inhomogeneity periph-
ery. The spiral tip had to complete a 360-degree rotational reentry to
generate a propagating circular wavefront. Thus, as the meandering
path lengthened owing to the increased size of the inhomogeneous
spot, the curvature of the spiral tip was found to decrease, as did the
propagation speed of the circular wavefronts.

In the latter scenario, where the local inhomogeneous spot had a
uniform relaxation parameter, findings emphasized that not every type
of inhomogeneity led to the anchoring and meandering of the spiral
wave. Certain inhomogeneities were penetrable, analogous to semi-
conduction barriers in heart tissue, and the nodal locus of the spiral
rotor remained undisturbed.
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