Burst synchronization transitions in a neuronal network of subnetworks
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In this paper, the transitions of burst synchronization are explored in a neuronal network consisting of subnetworks. The studied network is composed of electrically coupled bursting Hindmarsh–Rose neurons. Numerical results show that two types of burst synchronization transitions can be induced not only by the variations of intra- and intercoupling strengths but also by changing the probability of random links between different subnetworks and the number of subnetworks. Furthermore, we find that the underlying mechanisms for these two bursting synchronization transitions are different: one is due to the change of spike numbers per burst, while the other is caused by the change of the bursting type. Considering that changes in the coupling strengths and neuronal connections are closely interlaced with brain plasticity, the presented results could have important implications for the role of the brain plasticity in some functional behavior that are associated with synchronization. © 2011 American Institute of Physics. [doi:10.1063/1.3559136]

Synchronization in complex networks has been discussed extensively in the past years. In nature, many complex networks (e.g., biological networks) are modular, i.e., composed of certain subgraphs with differential internal and external connectivity. And some interesting results about synchronization in modular networks have been reported recently. Moreover, it is known that synchronization of complex dynamical networks results from the interplay between the intrinsic properties of individual dynamical system and the network topology. Therefore, modeling each node by a neuronal system and discussing synchronization in modular networks can extend the works on the understanding of dynamics, especially synchronization, in such networks. On the other hand, synchronous activities are revealed to have close relationships with pathological brain states and cognitive functions. And the cortical network is a very complex network with hierarchy and modular (or clustered) structures. Thus, studying neuronal dynamics of a network of subnetworks (modular network) is also very meaningful to neuroscientists. In this paper, we study synchronization of bursting neurons in a modular neuronal network, which contains several subnetworks. By means of numerical simulations, we find that burst synchronization transitions can be induced by several factors, such as the intra- and intercoupling strengths, the number of links between different subnetworks, as well as the number of subnetworks. As is well known, plasticity is an important property of the brain, and changes in the coupling strength and the number of connections per neuron are two factors that affect this property. It is therefore suggested that the presented results could facilitate our understanding not only of synchronization in modular networks but also of plasticity and its impact on synchronization in neuronal networks.

I. INTRODUCTION

Synchronization phenomena are ubiquitous in nature. Insightful findings regarding the synchronization in complex networks were reported extensively in the past years1–8 and comprehensively reviewed in Ref. 9 recently. Previous works have found that small-world,1,2 scale-free,3 and weighted networks4,5 are generally more synchronizable than regular networks. In nature, many complex networks are modular, i.e., composed of certain subgraphs with differential internal and external connectivity. More recently, synchronization in complex modular (or clustered) networks has been investigated.10–14 For example, synchronization of a clustered network with random subnetworks can be suppressed if extra links are added improperly.11 For a clustered network with regular subnetworks, it has been revealed that the network exhibits strong and weak synchronizability (complete synchronization) in an alternating manner.13

As is well known, synchronization of complex dynamical network systems results from the interplay between the intrinsic properties of individual dynamical system and the...
network topology. Each property may play an important role in shaping the emergence of synchronous behaviors. Therefore, modeling each node by a neuronal system and discussing synchronization in modular networks can extend the interest of the work on the understanding of dynamics in such networks.

Additionally, synchronous activity has been also observed in neuronal systems and reported to be associated not only with pathological brain states but also with various cognitive functions. Moreover, the cortical network is revealed to be a hierarchical and modular (or clustered) network with a complex connectivity. In order to better understand the brain, it is necessary to study neuronal dynamics of networks at a mesoscopic level (if we classify an individual network of interacting neurons as at the microscopic level). Thus, investigating synchronization phenomena of neuronal systems in modular networks is also very meaningful to neuroscientists.

As mentioned above, synchronization has been widely observed in neuronal systems. However, the underlying mechanisms for the occurrence of synchronization and the effects of many (internal and external) factors on synchronization in neuronal systems are far from being fully understood. It is phenomenal that many studies reported in the last decade, among which most are about synchronization of spiking neurons. As the other basic firing activity, bursting is reported to have many functional implications, see the Ref. 38 for a detailed review. Therefore, more attention should also be paid on synchronization of bursting neurons.

Synchronization of bursting neurons includes the synchrony on the spiking time scale (spike synchronization) and synchrony on the bursting time scale (burst synchronization). Recently, some researchers have turned their attention to study synchronization of bursting neurons and have obtained interesting results. As revealed by Ref. 40, burst synchronization could be a precursor to spike synchronization. Moreover, it has been found that burst synchronization of neuronal systems may be influenced strongly by many factors, such as coupling strengths and types, time delays, and noise. Additionally, it has been reported that synchronization among chaotically bursting neurons could lead to the onset of regular bursting.

More recently, a seemingly more interesting phenomena—synchronization transition—has been reported in some neuronal networks. It has been found that coupling strength and time delays could induce synchronization transitions not only in electrically coupled neuronal networks but also in chemically coupled ones. To our knowledge, there are still no corresponding works on studying synchronization transition of bursting neurons in modular networks. Therefore, in this paper, we will take a first step on this topic by studying burst synchronization transition in a network of subnetworks, with each subnetwork being an independent one consisting of a group of electrically coupled bursting Hindmarsh–Rose neurons.

In the following section, we introduce a mathematical model of the system. Then, we present our numerical results of the studied neuronal network. Finally, we give a short discussion and draw some conclusions.

II. MODEL AND MEASUREMENT

A. Model

As mentioned in the Introduction, we will study burst synchronization in a network of subnetworks. The structure of a network of subnetworks can be generated in the following way. We assume that there are subnetworks, with each subnetwork consisting of nodes from the Ith and Jth subnetworks (I = 1, ..., M, J = 1, ..., M, and I ≠ J) and then add links between them. By doing so, a network of subnetworks is generated. The subnetworks could be regular, small-world, or scale-free networks. Moreover, they could have similar or dissimilar network properties and the same number of nodes or not. Clustered networks studied in Refs. 11 and 13 are two typical examples of the network of subnetworks.

In this paper, we consider that each subnetwork contains equal number of nodes, i.e., nI = n is independent of the index I. And nodes in each subnetwork are arranged on a ring, with each node connected to its nearest neighbors. Especially, we assume that M subnetworks are also arranged on a ring, and neurons in each subnetwork just connect to the neurons from its two nearest subnetworks. The interconnections between different subnetworks exist randomly with the probability p. In our case, the parameter p represents the fraction of total links in the network devoted to the connections between different subnetworks. And if the network size N is fixed, then the number of links between different subnetworks can be expressed as \((p/M)N^2\). Thus, changes of parameter p and M could induce changes of the number of interlinks of the network.

An example of the considered network topology is shown in Fig. 1. In Fig. 1, which serves illustrative purposes, there are three subnetworks, each consisting of 25 neurons. Neurons inside each subnetwork have six nearest neighbors, and the number of links between neurons from different subnetworks is seven (here \(p \approx 0.004)\). In this paper, and are taken as 240 and 5, respectively.

The Hindmarsh–Rose (HR) model was originally introduced to give a bursting type with long interspike intervals of real neurons. The Hindmarsh–Rose (HR) model was originally introduced to give a bursting type with long interspike intervals of real neurons. In this paper, we use it as the local model for each node in the studied neuronal network of networks. The equations of the neuronal network are as follows:

\[
\begin{align*}
\dot{x}_{I,J} &= y_{I,J} - ax_{I,J}^3 + bx_{I,J}^2 - z_{I,J} + I_{\text{ext}} + \epsilon_{\text{intra}} \\
&\quad \times \sum_{J} A_I(i,j)(x_{I,J} - x_{I,J}) \\
&\quad + \epsilon_{\text{inter}} \sum_{J} \sum_{J} B_{I,J}(i,j)(x_{J,J} - x_{I,J}), \\
\dot{y}_{I,J} &= c - d^2x_{I,J} - y_{I,J}, \\
\dot{z}_{I,J} &= r[s(x_{I,J} - x_0) - z_{I,J}],
\end{align*}
\]

where the variable \(x\) represents the membrane action potential, \(y\) represents the fast current, like currents of Na⁺ or K⁺,
and $z$ associates with the slow current, e.g., a current of Ca$^{2+}$. The system parameters $a, b, c, d, r, s, x_0$ are taken as $a = 1.0, b = 3.0, c = 1.0, d = 5.0, r = 0.006, s = 4.0, x_0 = -1.6$, and the external current $I_{\text{ext}}$ is taken as $I_{\text{ext}} = 3.0125$, where an isolated neuron produces chaotic bursting activity. Here, we should clarify that the chaotic bursting state can be suppressed by coupling items of the network (cf. Fig. 12). $\epsilon_{\text{intra}}$ is the coupling strength among neurons inside each subnetwork, while $\epsilon_{\text{inter}}$ is the coupling strength of neurons between different subnetworks. The subscript pairs $(i, j)$ represent the $i$th neuron in the $j$th subnetwork, $i = 1, \ldots, n$ and $j = 1, \ldots, M$. The matrix $A_j = (A_j(i, j))$ is an intraconnectivity matrix for the $j$th subnetwork: $A_j(i, j) = A_j(j, i) = 1$ if neuron $i$ is connected to neuron $j$ inside the $j$th subnetwork, $A_j(i, j) = A_j(j, i) = 0$ otherwise, and $A_j(i, i) = 0. The matrix $B_{ij} = B_{ij}(i, j)$ is also a connectivity matrix, but this matrix represents the interconnections between neurons which belong to different subnetworks: $B_{ij}(i, j) = B_{ij}(j, i) = 1$ if the $i$th neuron in the $j$th subnetwork is connected to the $j$th neuron in the $i$th subnetwork, $B_{ij}(i, j) = B_{ij}(j, i) = 0$ otherwise. The numerical integrations of the model, Eq. (1), are performed by using Euler integration with a time step size 0.001 ms. The results shown below are averaged over ten independent realizations of the network for any given values of $p$.

B. Measurement

In order to quantitatively characterize the synchronization degree of the bursting neurons, we calculate the order parameter $R$ which is defined as:

$$R = \frac{1}{N} \sum_{j=1}^{N} \exp \left[ i \phi_j(t) \right],$$

where $\phi_j(t)$ is the burst phase for the $j$th neuron at the time $t$ and can be presented as:

$$\phi_j(t) = 2\pi \frac{t - T_{jk}}{T_{jk+1} - T_{jk}}, \quad T_{jk} \leq t \leq T_{jk+1},$$

where $T_{jk}$ is the moment at which the $k$th burst of the $j$th neuron starts, $j = 1, \ldots, N$. $R$ is zero for weak correlation and tends to unity for a full burst synchronization state. Larger $R$ means higher degree of burst synchronization of the neuronal network.

III. RESULTS

A. Burst synchronization transition in a network of subnetworks with $M = 2$

For simplicity, we first study burst synchronization transition in a network with two subnetworks, namely, $M = 2$. We will take the intercoupling strength $\epsilon_{\text{inter}}$, the intracoupling strength $\epsilon_{\text{intra}}$, and the probability $p$ with which the random links between different subnetworks exist, as control parameters in the following.

First, we set $\epsilon_{\text{inter}} = 0.008$ and $\epsilon_{\text{intra}} = 0.0052$ such that the clustered networks are burst synchronized when $p = 0$ (the corresponding spatiotemporal pattern is not shown here); we take the probability $p$ as control parameter. Figure 2 shows the spatiotemporal patterns observed on the network for five different probabilities $p$. With the increasing of $p$, three burst synchronized patterns can be observed, as shown in Figs. 2(a), 2(c), and 2(e). The spatiotemporal patterns shown in Figs. 2(b) and 2(d) are transition patterns between two burst synchronization states Figs. 2(a) and 2(c), and 2(c) and 2(e), respectively. Thus, for fixed $\epsilon_{\text{inter}}$ and $\epsilon_{\text{intra}}$, the random link probability $p$ between subnetworks induces burst synchronization transitions in a neuronal network, which has two subnetworks.

Variation of the order parameter $R$ with respect to the probability $p$ is plotted in Fig. 3, where $\epsilon_{\text{inter}}$ and $\epsilon_{\text{intra}}$ are
A burst synchronous pattern emerges again when another burst synchronous one [Fig. 4(e)] via a transition pattern shown in Fig. 4(c). Thus, transitions of burst synchronization can also be induced by the intercoupling strength $\epsilon_{\text{inter}}$, as quantitatively characterized by the variation of the order parameter $R$ with respect to $\epsilon_{\text{inter}}$ exhibited in Fig. 5.

Finally, we fix $p = 0.045$, $\epsilon_{\text{inter}} = 0.008$, and take the intracoupling strength $\epsilon_{\text{intra}}$ as control parameter. The numerically obtained spatiotemporal patterns for various $\epsilon_{\text{intra}}$ are exhibited in Fig. 6, and a variation of the order parameter $R$ vs $\epsilon_{\text{intra}}$ corresponding to Fig. 6 is presented in Fig. 7. As we see, the obtained results shown in Figs. 6 and 7 together indicate the occurrence of burst synchronization transitions, which are induced by the intracoupling strength.

In order to generalize the above obtained results, we plot the value of $R$ in a two-dimensional parameter space, as shown in Fig. 8. Figure 8(a) exhibits the dependence of $R$ on the intercoupling strength $\epsilon_{\text{inter}}$ and the probability $p$ with the intracoupling strength $\epsilon_{\text{intra}} = 0.0052$. While Fig. 8(b) shows the dependence of $R$ on the intercoupling strength $\epsilon_{\text{inter}}$ and the intracoupling strength $\epsilon_{\text{intra}}$ with the probability $p = 0.045$. Combined with the above analysis, we can see that burst synchronization transitions are induced by the probability $p$ and the inter- and intracoupling strengths, $\epsilon_{\text{inter}}$ and $\epsilon_{\text{intra}}$, in much wider parameter regions.

### B. Burst synchronization transition in a network of subnetworks with $M > 2$

In this subsection, we aim to extend the obtained results to a neuronal network, which contains more than two subnetworks, say $M = 5$. Variations of the order parameter $R$ with respect to $p$, $\epsilon_{\text{inter}}$, and $\epsilon_{\text{intra}}$ are shown in Fig. 9, where $M = 5$. From this figure, we can see that the probability $p$, the inter- and intracoupling strengths $\epsilon_{\text{inter}}$ and $\epsilon_{\text{intra}}$ can also induce two burst synchronization transitions in such neuronal networks.

Finally, we study the effect of the number of subnetworks on the transition of burst synchronization when the network size is fixed. We set the inter- and intracoupling strengths as $\epsilon_{\text{inter}} = 0.008$, $\epsilon_{\text{intra}} = 0.0052$, and the probability $p = 0.17$. We consider all the possible values of the

---

**FIG. 3.** Variation of the order parameter $R$ with respect to $p$ for $\epsilon_{\text{inter}} = 0.008$ and $\epsilon_{\text{intra}} = 0.0052$.

**FIG. 4.** Two burst synchronization transitions are induced by the intercoupling strength $\epsilon_{\text{inter}}$. The spatiotemporal patterns shown in (a) $\epsilon_{\text{inter}} = 0.002$, (c) $\epsilon_{\text{inter}} = 0.007$, and (e) $\epsilon_{\text{inter}} = 0.025$ are burst synchronized patterns, while the spatiotemporal patterns shown in (b) $\epsilon_{\text{inter}} = 0.005$ and (d) $\epsilon_{\text{inter}} = 0.009$ are the transition ones. Here $N = 240$, $M = 2$, and $\epsilon_{\text{intra}} = 0.0052$, $p = 0.075$.

**FIG. 5.** Variation of the order parameter $R$ with respect to $\epsilon_{\text{inter}}$ for $p = 0.075$ and $\epsilon_{\text{intra}} = 0.0052$. 

subnetwork number $M$ (note that the network size $N$ is fixed to 240). Variation of the order parameter $R$ with respect to all possible values of $M$ is plotted in Fig. 10. The spatiotemporal patterns, corresponding to the marks $A, B, C, D, E$ labeled in Fig. 10, are depicted in Fig. 11. The results exhibited by these two figures indicate that number of subnetworks in a fixed size network can also induce transitions of burst synchronization.

The results obtained for $M > 2$ indicate that, except for the intercoupling strength, intracoupling strength, and the probability of random links between different subnetworks, the number of subnetworks can also elicit transitions of burst synchronization.

C. Mechanisms of burst synchronization transitions

With the above observed phenomena, we can conclude that the probability $p$, the inter- and intracoupling strengths $\epsilon_{\text{inter}}, \epsilon_{\text{intra}}$, and the number of subnetworks are all able to induce burst synchronization transitions in a neuronal network, which contains several subnetworks. However, what is the underlining mechanism of the observed burst synchronization transition? In order to answer this question, we turn back to the first equation of Eqs. (1) and rewrite it as

$$
\dot{x}_{i,j} = y_{i,j} - ax_{i,j}^3 + bx_{i,j}^2 - z_{i,j} + I_{\text{ext}}
- (2k\epsilon_{\text{intra}} + \epsilon_{\text{inter}}p)\epsilon_{i,j}
+ \epsilon_{\text{intra}} \sum_j A_{i,j} x_{i,j} + \epsilon_{\text{inter}} \sum_j \sum_{j,j} B_{i,j}(i,j) x_{j,j}.
$$

We find that, within the current considered parameter regions, values of the last item $\epsilon_{\text{intra}} \sum_j A_{i,j} x_{i,j} + \epsilon_{\text{inter}} \sum_j \sum_{j,j} B_{i,j}(i,j) x_{j,j}$ in Eq. (4) are mostly near zero for all

![FIG. 7. Variation of the order parameter $R$ with respect to $\epsilon_{\text{intra}}$ for $p = 0.045$ and $\epsilon_{\text{intra}} = 0.008$.](image7)

![FIG. 8. Dependence of the order parameter $R$ on (a) $\epsilon_{\text{inter}}$ and $p$ with $\epsilon_{\text{intra}} = 0.0052$, and (b) $\epsilon_{\text{inter}}$ and $\epsilon_{\text{intra}}$ with $p = 0.045$. Burst synchronization transitions induced by the intra- and intercoupling strengths $\epsilon_{\text{intra}}, \epsilon_{\text{inter}}$ and the probability $p$ are clearly visible from these two figures.](image8)
pairs of \((I, i)\). So, this item can be ignored, and Eq. (4) can be approximately written as

\[
\dot{x}_{I,i} \approx y_{I,i} - ax_{I,i}^3 + bx_{I,i}^2 - z_{I,i} + I_{\text{ext}} - (2\epsilon_{\text{intra}} + 2\epsilon_{\text{inter}})x_{I,i}.
\]

(5)

Before revealing the mechanism of the observed burst synchronization transition, we introduce some results about a single HR neuron (\(\dot{x} = y - ax^3 + bx^2 - z + I_{\text{ext}}, \dot{y} = c - dx^2 - y, \dot{z} = r(x - x_0) - z\)). Using fast–slow analysis, Shen et al.\(^{52}\) depicted the bifurcation geometry of the fast subsystem (\(\dot{x} = y - ax^3 + bx^2 - z + I_{\text{ext}}, \dot{y} = c - dx^2 - y\)) by choosing the slow variable \(z\) as a control parameter (with values of system parameters taken the same as in this paper), cf. Fig. 2(d) of Ref. 52. From their analysis, it is found that there exist two homoclinic points \(Z_{hc1}\) and \(Z_{hc2}\), and a single HR neuron in Eq. (1) exhibits fold-homoclinic (FHC) bursting activities when it is isolated. Moreover, it is found that the two homoclinic points \(Z_{hc1}\) and \(Z_{hc2}\) could move toward each other under some perturbations, such that both points still remain separated but become closer or collide. Close movement makes the number of spikes per burst increase, while collision elicits the bursting type changing from FHC bursting to fold-Hopf (FH) bursting.\(^{52}\) As indicated in Ref. 52, a perturbation \(x_{I,i} = 2\epsilon_{\text{intra}} + 2\epsilon_{\text{inter}}\) in Eq. (5) can play the role making \(Z_{hc1}\) and \(Z_{hc2}\) move toward each other. Thus, we
speculate that the two burst synchronization transitions observed here may be caused by spike-adding and changes of bursting type, respectively.

In order to test this hypothesis, we plot the spiking time series and phase trajectories of a randomly chosen neuron from the studied system [Eq. (1)] at three burst synchronization states. Here, we take patterns shown in Figs. 2(a), 2(c), and 2(e) as examples. The corresponding spiking time series and phase trajectories are depicted in Fig. 12. From Fig. 12, it can be clearly seen that the spike number in each burst increases from five to six with the bursting type unchanged as \( p \) increases from 0.015 to 0.065 [see Figs. 12(a)–12(d)]; and the bursting type changes from FHC to FH bursting with further increasing of \( p \) from 0.065 to 0.17 [see Figs. 12(c)–12(f)]. Therefore, the mechanisms of the two observed burst synchronization transitions are clarified: (i) the first burst synchronization transition [i.e., the transition from Fig. 2(a) to 2(c)] occurs via spike-adding; (ii) the second burst synchronization transition [i.e., the transition from Fig. 2(c) to 2(e)] occurs via changes of bursting type from FHC to FH bursting.

**FIG. 12.** (Color online) (Left panels) Time series of membrane potential for one typical neuron with (a) \( p = 0.015 \), (c) \( p = 0.065 \), and (e) \( p = 0.17 \), respectively. (Right panels) The corresponding trajectories of the left panels for a randomly chosen neuron. The other parameters are taken the same as in Fig. 2.

**FIG. 13.** Burst synchronization transitions are induced by the intracoupling strength in a chemically coupled neuronal network with \( M = 2 \). Burst synchronization patterns transferring from (a) \( \varepsilon_{\text{intra}} = 0.001 \) to (c) \( \varepsilon_{\text{intra}} = 0.01 \) is via spike-adding, while burst synchronization patterns transferring form (c) \( \varepsilon_{\text{intra}} = 0.01 \) to (e) \( \varepsilon_{\text{intra}} = 0.02 \) is via change of bursting type. The spatiotemporal patterns shown by (b) \( \varepsilon_{\text{intra}} = 0.005 \) and (d) \( \varepsilon_{\text{intra}} = 0.013 \) are transition ones. Here \( N = 240 \), and \( \varepsilon_{\text{inter}} = 0.001; p = 0.045 \).

**FIG. 14.** Burst synchronization transition is induced by the intercoupling strength in a chemically coupled neuronal network with \( M = 2 \). (a) \( \varepsilon_{\text{inter}} = 0.001 \), (b) \( \varepsilon_{\text{inter}} = 0.03 \), and (c) \( \varepsilon_{\text{inter}} = 0.08 \). This burst synchronization transition happens through the change of bursting type. Here \( N = 240 \), and \( \varepsilon_{\text{intra}} = 0.001; p = 0.045 \).
In the present work, we have only considered the neuronal network with electrical couplings. Thus, what happens if the neuronal network is coupled with chemical synapses? In order to study this, we replace the first equation of Eqs. (1) by

\[ \dot{x}_{ij} = y_{ij} - ax_{ij}^3 + bx_{ij}^2 - z_{ij} + I_{\text{ext}} + \epsilon_{\text{intra}} \]

\[ \times (V_s - x_{ij}) \sum_j A_{ij}(i,j) \Theta(x_{ij}) + \epsilon_{\text{inter}}(V_s - x_{ij}) \]

\[ \times \sum_j \sum_j B_{ij}(i,j) \Theta(x_{ij}). \]  

(6)

Then, Eq. (1) is changed to

\[ \dot{x}_{ij} = y_{ij} - ax_{ij}^3 + bx_{ij}^2 - z_{ij} + I_{\text{ext}} + \epsilon_{\text{intra}} \]

\[ \times (V_s - x_{ij}) \sum_j A_{ij}(i,j) \Theta(x_{ij}) + \epsilon_{\text{inter}}(V_s - x_{ij}) \]

\[ \times \sum_j \sum_j B_{ij}(i,j) \Theta(x_{ij}). \]  

(7)

FIG. 15. Burst synchronization transition is induced by \( p \) in a chemically coupled neuronal network with \( M = 2 \). (a) \( p = 0.045 \), (b) \( p = 0.3 \), and (c) \( p = 0.5 \). This burst synchronization transition happens through the change of spiking number per burst. Here \( N = 240 \), and \( \epsilon_{\text{intra}} = \epsilon_{\text{inter}} = 0.001 \).

IV. DISCUSSION

In the present work, we have only considered the neuronal network with electrical couplings. Thus, what happens if the neuronal network is coupled with chemical synapses? In order to study this, we replace the first equation of Eqs. (1) by

\[ \dot{x}_{ij} = y_{ij} - ax_{ij}^3 + bx_{ij}^2 - z_{ij} + I_{\text{ext}} + \epsilon_{\text{intra}} \]

\[ \times (V_s - x_{ij}) \sum_j A_{ij}(i,j) \Theta(x_{ij}) + \epsilon_{\text{inter}}(V_s - x_{ij}) \]

\[ \times \sum_j \sum_j B_{ij}(i,j) \Theta(x_{ij}). \]  

(6)

Then, Eq. (1) is changed to

\[ \dot{x}_{ij} = y_{ij} - ax_{ij}^3 + bx_{ij}^2 - z_{ij} + I_{\text{ext}} + \epsilon_{\text{intra}} \]

\[ \times (V_s - x_{ij}) \sum_j A_{ij}(i,j) \Theta(x_{ij}) + \epsilon_{\text{inter}}(V_s - x_{ij}) \]

\[ \times \sum_j \sum_j B_{ij}(i,j) \Theta(x_{ij}). \]  

(7)

where \( V_s \) is the reversal potential and \( \Theta(x) \) is the Heaviside function, which is 1 for \( x > \Theta \), and 0 otherwise. Here \( V_s \) and \( \Theta \) are taken as 0.0 and \( -1.0 \), respectively. The simulation results of Eqs. (7) are shown by Figs. 13–17. We can see that the two burst synchronization transitions observed in electrically coupled case can only be induced by the intracoupling strength. Nonetheless, the other factors, e.g., the intercoupling strength and the probability for random links between different subnetworks, can also induce one of them. For example, the intercoupling strength \( \epsilon_{\text{inter}} \) can induce burst synchronization transition by changing from FHC to FH bursting [see Figs. 14 and Figs. 17(a) and 17(b)], and the probability for random links between different subnetworks \( p \) can induce burst synchronization transition through the change of spiking number per burst [see Figs. 15 and 17(c) and 17(d)].

Additionally, the present results are based on the simulation of network dynamics with HR neurons set. In order to see whether the results (the two burst synchronization transitions when varying topological properties of the network) reproduced using other models of bursting dynamics for the nodes, we applied Morris–Lecar\(^{59}\) and Chay\(^{60}\) models. But unfortunately, we do not observed similar results. Therefore, the obtained results in this paper are the interplay between network topology and the individual dynamics. They not only depend on the properties of the network topology but also on the intrinsic properties of each individual dynamical system.
V. CONCLUSIONS

In this paper, we mainly study burst synchronization transitions in an electrically coupled neuronal network, which consists of several subnetworks. With the obtained numerical results, we show that several factors—the intra- and intercoupling strength, the probability for random links between different subnetworks and the number of subnetworks—can induce transitions between different burst synchronized states. In this paper, we have observed two types of burst synchronization transitions. We have shown that the underlying mechanisms of the observed burst synchronization transitions are different: one is via spike-adding and the other one is via a change of bursting type.

The brain’s plasticity refers to the brain’s ability to change its structure and function during maturation, learning, environmental challenges, or pathology. Brain plasticity is expressed by modifying the strength or efficacy of synaptic transmission at preexisting synapses, eliciting the growth of new synaptic connections or the pruning away of existing ones, or modulating the excitability properties of individual neurons.61 In this paper, we study the effects of coupling strength (intra- and intercoupling strength), number of connections (probability of random links between different subnetworks and number of subnetworks) on burst synchronization of a neuronal network. Thus, our obtained results might also give significant implications on the role of brain plasticity in some functional behavior associated with synchronization.
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APPENDIX: DEFINITIONS OF FHC AND FH BURSTING

The bursting is said to be of the (FHC) type if the resting state disappears via a saddle-node (fold) bifurcation and the spiking limit cycle disappears via saddle homoclinic orbit bifurcation.62

The bursting is said to be of the (FH) type if the stable equilibrium corresponding to the resting state disappears via saddle-node (fold) bifurcation and the limit cycle attractor corresponding to the spiking state shrinks to a point via supercritical Andronov-Hopf bifurcation.62


FIG. 17. (Color online) Phase portraits of a single neuron for chemical synapses. (i) Transition from FHC bursting to FH bursting is observed as $\varepsilon_{\text{inter}}$ increasing from (a) $\varepsilon_{\text{inter}} = 0.001$ to (b) $\varepsilon_{\text{inter}} = 0.08$, where $N = 240$, $\varepsilon_{\text{intra}} = 0.001$, and $p = 0.045$. (ii) Spike-adding is observed as $p$ increases from (c) $p = 0.045$ to (d) $p = 0.5$, where $N = 240$, and $\varepsilon_{\text{inter}} = \varepsilon_{\text{intra}} = 0.001$. 
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