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A B S T R A C T

Multistability is a phenomenon in which a dynamical system possesses multiple attractors within
the same set of parameters. This study explores the effects of coupling on the dynamics of
a recently introduced 2D single-neuron neural network model. The system is in its original
form bistable, but its extension to include fractional-order derivatives yields an unprecedented
level of complexity that is characterized by extreme multistability. We provide a comprehensive
analysis of the behavior of this system when coupled. We find a diverse range of attractors for
two coupled systems emerging from different initial conditions, and we elucidate the transition
from periodic to chaotic behavior as the coupling strength increases. We also show that the
synchronization dynamics in this case ranges from anti-phase synchronization under weak
coupling to complete synchronization under stronger coupling. Finally, we study the collective
behavior of several coupled extremely multistable fractional-order systems, which compared to
bistable systems exhibit more complexity and uncertainty as they oscillate between different
attractors, or even between emerging attractors.

. Introduction

The concept of collective dynamics in complex networks belongs to the emergence of patterns or behaviors resulting from
nteractions among individual nodes within a network [1,2]. This phenomenon can be observed across various systems, including
ocial, biological, and technological networks [3–5]. Various behaviors, such as the formation of clusters, the emergence of
nteresting patterns, and the synchronization of nodes, are known as the collective behavior of networks [6–8]. Numerous studies
ave tried to analyze these behaviors in different networks [9–12]. In addition to the emergence of collective patterns, the impacts
f the interactions on the dynamics of the nodes possess special significance in diverse applications, including assessing the systems’
unction and their manipulation or control.
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In dynamical systems, the concept of multistability presents an intriguing characteristic where a single system can manifest
ultiple stable states or attractors [13]. This feature leads to the formation of a diverse and complicated range of possible behaviors.

n a multistable system, the system can possess two or more stable states or attractors with distinct properties. Extreme multistability
akes the concept of multistability to a higher degree of complexity [14]. Systems exhibiting extreme multistability can adopt
any stable states or attractors [15]. This infrequent feature usually causes unpredictable and complicated dynamics. Extreme
ultistability may emerge due to a large number of variables, intricate interactions, or feedback mechanisms. Multistability and

xtreme multistability find applications in various fields, including neuroscience, control theory, and the modeling of economic
ystems [16–19]. Bao et al. [20] represented the emergence of extreme multistability in a memristive Chua’s circuit.

In the field of modeling dynamical systems, fractional-order derivative has served as a valuable tool [21]. Fractional-order
erivatives, as introduced through fractional calculus, represent a generalization of the conventional differentiation concept using
on-integer or fractional values. Fractional-order derivatives incorporate the memory effect [22]; hence, the states of a system
re influenced by their prior states over a range of time. Fractional calculus has various applications in various fields, including
ynamical systems, electrochemistry, control theory, biology, and finance [23–26]. In recent years, a great deal of research has
een devoted to investigating systems with fractional orders [27–31].

In the past years, a great effort has been devoted to study of neural network models [32–34]. The reason is that they
ffer powerful tools for solving a wide range of problems across various domains such as pattern recognition, computer vision,
lassification, etc. [35,36]. Among various neural network models, the Hopfield neural network (HNN) has been of greater interest
nd used for different tasks. Subsequently, various HNN models have been presented with different properties [37–39]. Recently, the
implest neural network model with one neuron and memristor was proposed [40]. This paper investigates the network of this model
ith complex behaviors considering fractional-order derivatives [41]. The specific ability of this model is to have many different
ttractors depending on the initial condition in some fractional orders. The aim is to explore how the dynamics and attractors of
ystems change when multiple such systems are coupled. By studying these systems, researchers can uncover unexpected behaviors
nd patterns that emerge from individuals’ interactions. Detecting the influence of coupling on these systems can have practical
pplications in predicting and managing their behavior and even presenting control strategies. Hence, it can help understand the
ehavior of complex systems in various natural and engineered fields. An example is the behavior of neural networks and the brain.
he brain is a highly interconnected network of neurons, and realizing the effects of coupling on multistable systems provides
ignificant information about the communication of different brain regions.

Here, it is found that under weak connections, two coupled systems produce regular patterns, which are turned to chaotic
ith stronger connections. In addition, these systems are synchronized differently under varying initial conditions. The study is

hen extended to a ring of such systems, and interesting behaviors are observed, including the emergence of new attractors. The
ractional neural model is described in Section 2. The dynamics of two coupled systems and the ring of coupled systems are explored
n Sections 3 and 4, respectively. Finally, the conclusions are provided in Section 5.

. Fractional-order model

In 2022, Hua et al. [40] presented the simplest neural network model consisting of a single neuron with memristive synaptic
eights. The general equations describing the dynamics of neuron 𝑖 in a Hopfield neural network is as follows,

𝐶𝑖
𝑑𝑥𝑖
𝑑𝑡 = −1

𝑅𝑖
𝑥𝑖 +

∑

𝑗 𝑤𝑖𝑗𝑌𝑗 + 𝐼𝑖, (1)

where 𝑥𝑖, 𝐶𝑖 = 1, and 𝑅𝑖 = 1 are the membrane potential, capacitance, and resistance of the neuron. The weight of the synaptic
connection from the 𝑗-th neuron to 𝑖-th neuron is shown by 𝑤𝑖𝑗 . Hua et al. considered a single neuron model with a memristive
connection weight considering a memductance function as 𝑊 (𝜙) = 𝜙2 − 0.5. Hence, they presented the following model,

�̇� = −𝑥 + 𝑘𝑊 (𝜙)𝑔(𝑥) + 𝐼,
�̇� = 𝑔(𝑥) − 2𝜙,

(2)

where 𝑥 is the membrane potential, 𝜙 is the inner state of the memristor, 𝐼 = 𝐴 sin(2𝜋𝐹 𝑡) is the excitation current with
mplitude 𝐴 = 3 and frequency 𝐹 = 1. The parameter 𝑘 is set to 𝑘 = 4. The nonlinear activation function is defined as
(𝑥) = tanh(2𝑥 − 3) + tanh(2𝑥 + 3) − 2 tanh(2𝑥). As shown in [40], this simple model is multistable and capable of exhibiting rich
ynamics.

Recently, Sriram et al. [41] studied this model by considering fractional-order derivatives, as follows,

𝐷𝑞𝑥 = −𝑥 + 𝑘𝑊 (𝜙)𝑔(𝑥) + 𝐼,
𝐷𝑞𝜙 = 𝑔(𝑥) − 2𝜙,

(3)

where 𝐷𝑞 denotes the Caputo derivative. It is defined as
{

𝐷𝑞
𝑡 𝑓 (𝑡) =

1
𝛤 (𝑚−𝑞) ∫

𝑡
0 𝑓 (𝑚)(𝜏)(𝑡 − 𝜏)𝑚−𝑞−1𝑑𝜏, if 𝑚 − 1 < 𝑞 < 𝑚,

𝐷𝑞
𝑡 𝑓 (𝑡) = 𝑓 (𝑚)(𝑡), if 𝑞 = 𝑚,

(4)

where 𝛤 is the gamma function. To solve the fractional-order equations, the predictor–corrector method is applied [42].
Sriram et al. interestingly found that the fractional-order derivatives lead to the emergence of extreme multistability. Moreover,

in contrast to most extreme multistable systems in which the multistability depends on the initial condition of only one variable,
here, both initial conditions cause extreme multistability. The bifurcation diagrams of the model, as the maximum value of 𝑥 variable
247
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Fig. 1. Bifurcation diagram of the single model with fractional derivative 𝑞 = 0.96 versus the initial condition of 𝑥 variable in (a) where 𝜙0 = 4, and versus the
initial condition of 𝜙 variable in (b) where 𝑥0 = 1. Varying the initial conditions lead to infinite attractors, making the model extreme multistable.

for 𝑞 = 0.96 with respect to the initial conditions, are shown in Fig. 1. In Fig. 1(a), 𝜙0 = 4 and in Fig. 1(b), 𝑥0 = 1 is set. It can
be observed that the system can show various periodic and chaotic dynamics according to the initial conditions. Furthermore, the
attractors are located in two groups of 𝜙 < 0 and 𝜙 > 0, referred to as negative and positive groups in the following.

The equilibrium point of the model has been provided in [40] as Eq = [𝜇, 0.5𝑔(𝜇)], where 𝜇 satisfies the following equation,

𝐻(𝜇) = 𝜇 − 0.25𝑘[𝑔2(𝜇) − 2]𝑔(𝜇) − 𝐼. (5)

Hence, the equilibrium point is periodically variable, and depends on the excitation current. For the stability analysis, the eigenvalues
of the Jacobian matrix of the systems must be found, which are as follows,

𝐽 =
[

−1 − 0.25𝑘[𝑔2(𝜇) − 2]𝑔′(𝜇) 𝑘𝑔2(𝜇)
𝑔′(𝜇) −2

]

. (6)

By defining 𝑎 and 𝑏 as follows,

𝑎 = 3 − 0.25𝑘[𝑔2(𝜇) − 2]𝑔′(𝜇),
𝑏 = 2 − 𝑘[1.5𝑔2(𝜇) − 1]𝑔′(𝜇),

(7)

the eigenvalues can be found as, 𝜆1,2 = −0.5𝑎 ± 0.5
√

𝑎2 − 4𝑏. For a fractional order model, the equilibrium point is stable if
| arg(𝜆)| < 𝑞𝜋∕2, where arg denotes the principal argument. For 𝑎2 − 4𝑏 > 0, arg(𝜆) = 0, and therefore, the equilibrium point is
unstable. For 𝑎2 − 4𝑏 < 0, there are a complex conjugate pair of eigenvalues as 𝜆1,2 = 𝛼 ± 𝑗𝛽. Hence, | arg(𝜆)| = |𝛽∕𝛼| = |

√

𝑎2 − 4𝑏∕𝑎|.
If |

√

𝑎2 − 4𝑏∕𝑎| > 𝑞𝜋∕2, the equilibrium point is stable. Solving this equation leads to the condition 𝑏 > (𝑞𝜋∕2 + 1)𝑎2∕4.

3. Bi-neuron network

Firstly, the behavior of the two coupled systems is studied. Two coupled fractional-order models can be described by,

𝐷𝑞𝑥1 = −𝑥1 + 𝑘𝑊 (𝜙1)𝑔(𝑥1) + 𝐼 + 𝜎(𝑥2 − 𝑥1),
𝐷𝑞𝜙1 = 𝑔(𝑥1) − 2𝜙1,
𝐷𝑞𝑥2 = −𝑥2 + 𝑘𝑊 (𝜙2)𝑔(𝑥2) + 𝐼 + 𝜎(𝑥1 − 𝑥2),
𝐷𝑞𝜙2 = 𝑔(𝑥2) − 2𝜙2,

(8)

with 𝜎 showing the strength of coupling between two systems and 0 < 𝑞 ≤ 1. As an example for the fractional order, we choose
𝑞 = 0.96. As shown in the bifurcation diagrams in Fig. 1, the system shows different periodic and chaotic attractors. It is notable that
the 0–1 test was used to detect the chaotic dynamics [43]. Hence, we consider different sets of initial conditions for two systems
and increase the coupling strength to find how the attractors change. In this regard, four different initial conditions are considered
as,

Case A. (𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0)) = (0.1, 4,−0.1, 4): The uncoupled systems have chaotic attractors, one in the negative group and
another in the positive group.

Case B. (𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0)) = (−0.1, 4,−0.5, 4): The uncoupled systems have a chaotic attractor in the positive group and a
periodic attractor in the negative group.

Case C. (𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0)) = (1, 4, 2, 4): The uncoupled systems have two different chaotic attractors in the negative group.

Case D. (𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0)) = (−2,−4, 2,−4): The uncoupled systems have two different chaotic attractors in the positive group.
The attractors of the uncoupled systems (dark and light blue colors) for four defined cases are shown in the left column of Fig. 2.

The corresponding time series of Fig. 2 are illustrated in Fig. 3 with dark and light green colors. When the systems have two chaotic
248
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Fig. 2. The attractors of fractional-order bi-neuron network with 𝑞 = 0.96. The attractors of two systems are shown by light and dark blue colors. In the left column,
the systems are uncoupled; in the middle panel, the coupling is weak; in the right panel, the coupling is strong. The initial conditions (𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0))
are (a) (0.1, 4,−0.1, 4), (b) (−0.1, 4,−0.5, 4), (c) (1, 4, 2, 4), (d) (−2,−4, 2,−4). This figure represents the transition between different attractors due to the coupling
strength. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

attractors in two groups (Fig. 2(a1)), a slight increase in the coupling strength leads to the conversion of chaotic attractors to period-2
attractor, locating in the negative group (Fig. 2(a2)). The time series shown in Fig. 3(a2) represents that the systems are anti-phase
synchronous in this case. In this state, the phase of two systems is in opposite. In other words, the systems can be synchronous by
a phase shift. By more increasing the coupling strength, the systems reach a complete synchronous state with period-6 oscillations
(Figs. 2(a3) and 3(a3)). If the systems initiate from a chaotic and a periodic attractor, as shown in Fig. 2(b1), a semi-synchronous
periodic state is formed in the negative group in low couplings (Fig. 2(b2)). Then, as coupling grows, a chaotic synchronous state
emerges in the positive location (Fig. 2(b3)). In the next case, when both attractors are chaotic and in the negative group (Fig. 2(c1)),
strengthening the coupling keeps the chaotic attractors, and they remain in the negative group (Fig. 2(c2) and (c3)). Finally, when
the uncoupled systems have two chaotic attractors in the positive groups, in lower coupling strengths, an anti-phase synchronous
state is formed. The corresponding time series can be observed in Fig. 3(d2). When the coupling becomes stronger, a period-5
synchronization is achieved (Figs. 2(d3) and 3(d3)).

To have a more complete view of the behavior of two coupled fractional-order systems, 2D bifurcation diagrams are obtained
according to the coupling strength for different fractional orders. To investigate the effect of the initial conditions, three cases ((A),
249
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Fig. 3. The time series of fractional-order bi-neuron network corresponding to Fig. 2. The time series of two systems are shown by light and dark green colors.
When the initial states of two systems are in the same phase space region, the coupled systems remain in that region. Parts (a2) and (d2) show anti-phase
synchronization. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. 2D bifurcation diagrams of the bi-neuron network with respect to the fractional order (𝑞) and coupling strength (𝜎). The color bar shows the period
of oscillations. The initial conditions (𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0)) are (a) (0.1, 4,−0.1, 4), (b) (−0.1, 4,−0.5, 4), (c) (−2,−4, 2,−4). The coupling affects the systems’
dynamics more in the lower coupling strengths and higher fractional orders. In higher fractional orders, periodic attractors are formed in weak coupling and
choatic attractors are formed in strong coupling. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)

(B) and (D) defined above) are chosen. The results are shown in Fig. 4, where the period of oscillations is shown by color. Note that
the periods above 32 are set to 32 and considered chaotic dynamics. Comparing three bifurcation diagrams indicates that in case
B, where initial attractors are periodic and chaotic, the periodic region is larger (the chaotic region is smaller) than in two other
cases, where two initial attractors are chaotic. Moreover, in case B, there is a chaotic region in the range of 𝑞 = 0.94, which is not
observed in two other cases. The effect of the coupling strength on the attractors occurs more in the weak couplings. Furthermore,
in case C, the change in the attractors happens for more values of 𝑞. When the coupling strength is small, the attractors are periodic,
and as the coupling becomes stronger, the attractors change to chaotic.

Besides the dynamics of coupled systems, their synchronization is of great importance. We measure the complete synchronization
of the bi-neuron network by computing the complete synchronization error as follows,

√

2 2 (9)
250
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Fig. 5. Synchronization error of the bi-neuron network with respect to the fractional order (𝑞) and coupling strength (𝜎). The initial conditions
(𝑥1(0), 𝜙1(0), 𝑥2(0), 𝜙2(0)) are (a) (0.1,4,−0.1,4), (b) (−0.1,4,−0.5,4), (c) (−2,−4,2,−4). The dark color represents the synchronization region. It is evident that
the synchronization in extreme multistable systems is dependent on the initial conditions. For some initial conditions as part (c), two systems reach anti-phase
synchronization in weaker couplings, and hence, complete synchronization region becomes smaller. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 6. Spatiotemporal patterns of the ring network of fractional-order systems with 𝑞 = 0.96 for which the system is extreme multistable. (a) 𝜎 = 0.1, (b) 𝜎 = 0.3,
(c) 𝜎 = 0.5, (d) 𝜎 = 1.2. In weak coupling, the systems move between attractors in two groups and stay in two groups. In stronger couplings, the systems are
attracted to one group after transient.

with ⟨⟩𝑡 representing time average. Fig. 5 shows the complete synchronization error with respect to the fractional order and coupling
strength. The dark regions depict the complete synchronous state. Three subfigures refer to three different initial conditions ((A),
(B) and (C) defined above). Comparing three cases shows that the synchronization region is dependent on the initial condition of the
systems. In case A and B, the synchronization regions are almost similar. However, this region is a bit larger in case B, in which one
system has originally periodic attractor. Case C has a smaller synchronization region. The reason is that for these initial conditions,
the systems become almost anti-phase synchronous for lower couplings. It is notable that reaching synchronization in the context of
neural networks represents an energy balance that refers to the equilibrium between the energy consumed and the energy produced
systems [44]. Achieving energy balance is essential for the proper functioning and sustainability of the systems.

4. Ring network

In this section, the aim is to study the dynamics when more neurons are coupled. Hence, a ring structure with 100 neural models
is considered as follows,

𝐷𝑞𝑥𝑖 = −𝑥𝑖 + 𝑘𝑊 (𝜙𝑖)𝑔(𝑥𝑖) + 𝐼 + 𝜎(𝑥𝑖−1 + 𝑥𝑖+1 − 2𝑥𝑖),
𝑞 (10)
251
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Fig. 7. The attractor and the time series of the first neuron of the network corresponding to Fig. 6. (a) 𝜎 = 0.1, (b) 𝜎 = 0.3, (c) 𝜎 = 0.5, (d) 𝜎 = 1.2. The gray
color shows the attractor in the absence of coupling. Formation of a new attractor is shown in part (a) where the coupling is weak. In stronger couplings, the
systems are attracted to one of attractors groups. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)

The initial conditions of the 𝑥 variables of neurons are selected randomly in the range [−0.5, 0.5] and 𝜙 variables are set at 4.
Firstly, we examine 𝑞 = 0.96, for which the system is extremely multistable; hence, for the chosen random initial conditions, the
uncoupled systems have different chaotic and periodic attractors according to Fig. 1(a). The spatiotemporal patterns of the network
for different coupling strengths are shown in Fig. 6. In Fig. 6(a), where the coupling is 𝜎 = 0.1, the network is asynchronous. The
time series and attractor of the first system of the network are shown in Fig. 7(a) as an example. The attractors before coupling
and after coupling are illustrated in gray and blue colors, respectively. It can be observed that coupling first makes the systems
move between two groups of attractors. Then, as time passes, systems reach a new periodic attractor, which is composed of two
groups. As the coupling becomes stronger, the systems move between the attractors in the transient time and then are attracted to
one of them. The spatiotemporal patterns of this coupling are shown in Fig. 6(b),(c). The corresponding attractor and time series of
the first neuron are illustrated in Fig. 7(b),(c). For 𝜎 = 0.3, the systems are attracted to the chaotic attractor in the negative group
and for 𝜎 = 0.5, the chaotic attractor in the positive group is dominant. Finally, by increasing the coupling, the systems become
synchronous in a periodic attractor, as shown in Figs. 6(d) and 7(d).

In the next step, the network is investigated for 𝑞 = 0.98, in which the fractional-order system is bistable. The spatiotemporal
patterns for weak and strong couplings are shown in Fig. 8, and the time series and attractor of the first neuron is demonstrated in
Fig. 9. In this case, in contrast to 𝑞 = 0.96, the systems do not move between positive and negative groups. Also, no new attractor
is formed. In weak coupling, the network is asynchronous; some of the systems have positive attractors, and some have negative
attractors. In strong coupling, the network becomes synchronous in one of the attractors.
252
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Fig. 8. Spatiotemporal patterns of the ring network of fractional-order systems with 𝑞 = 0.98 for which the system is bistable. (a) 𝜎 = 0.05, (b) 𝜎 = 1.2. In weak
coupling, the systems oscillate in either the positive attractor or the negative attractor. In stronger couplings, the systems are attracted to one attractor.

Fig. 9. The attractor and the time series of the first neuron of the network corresponding to Fig. 8. (a) 𝜎 = 0.05, (b) 𝜎 = 1.2. The gray color shows the attractor
in the absence of coupling. In this case, no new attractor is formed. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

5. Conclusion

In summary, this study presents an exploration of the dynamics of a recently introduced memristive single-neuron neural network
model with bistability. The extension of this model to incorporate fractional-order derivatives has resulted in extreme multistability,
representing an unprecedented level of multistability for a 2D model. To be more specific, the fractional-order model has many
attractors both in the positive and negative memristive variable regions. While prior research has primarily focused on networks of
monostable or bistable systems characterized by one or two attractors, this paper extended the analysis to systems exhibiting extreme
multistability. By examining the dynamics of two coupled fractional-order systems under specific conditions, it was demonstrated
that under weak couplings, the systems primarily exhibit periodic attractors. As the coupling strength increases, the transition to
chaotic behavior occurs. In addition, the paper highlighted the synchronous behavior of the coupled systems, shifting from anti-phase
synchronization in weak couplings to complete synchronization in stronger coupling regimes.

The investigation was further extended to ring networks, providing insights into the collective behavior of multiple extreme
multistable systems. In very weak couplings, the systems oscillated between distinct groups of attractors, eventually converging into
a unified attractor composed of both positive and negative attractors. With stronger couplings, the systems exhibited synchronized
behavior within one specific attractor group. Compared to extreme multistability, when the systems were bistable, no transitions
between attractors were observed, and no new attractors emerged. Consequently, this study represents the inherent complexity
and uncertainty in the behavior of networks composed of extreme multistable systems, which can help grasp the dynamics of such
systems and their responses to coupling. Providing the multistability conditions as a theorem will be considered in the future works.
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