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a b s t r a c t 

In this paper, a three-layer neuronal network is studied to consider different com plex con- 

nections between the neurons. In the nervous system, the communication between the 

neurons is mostly based on the electrical and chemical synapses. However, extracellular 

electric fields can induce a magnetic flux which can lead to indirect neural communica- 

tions, by means of electromagnetic induction. This mode of coupling is called ephaptic 

coupling, which here is used between the layer. To describe the coupling within the lay- 

ers, the electrical and chemical synapses are defined. We also take into account the par- 

tial time delays, to reflect the required time for information transmission through chem- 

ical synapses. Particularly, we consider partial and full time delays, as well as strong and 

weak coupling strengths. It is shown that three layers typically have opposite synchroniza- 

tion properties in the strong and weak coupling regimes. Specifically, when the coupling 

is strong, the top and bottom layers are synchronous, while the middle layer is desyn- 

chronous. But when the coupling is weak, the middle layer is synchronous, while the top 

and bottom layers are desynchronous. In overall, the most synchrony is obtained when the 

weak coupling is accompanied with partial time delays in chemical communications. Our 

research sheds new light on the complex interplay between the time delay, the ephaptic 

coupling, and the synchronization in neuronal networks. 

© 2020 Elsevier B.V. All rights reserved. 

 

 

 

1. Introduction 

Complex networks have been widely studied for their widespread uses in different sciences such as biology and engineer-

ing [1] . The study of characteristics of complex networks helps in better understanding of real systems and phenomena [2,3] .

Synchronization is one of the essential collective behaviors, which has been extensively studied in complex networks, such
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as neuronal networks [4–6] . Synchronization phenomena can play a crucial role in the functionality of the brain [7] . Major-

ity of the studies on neuronal networks have considered full synchronization, in which all the neurons exhibit completely

the same behavior [8–10] . However, other synchronization patterns, such as phase synchronization, cluster synchronization,

lag synchronization, solitary states, and chimera states, have also been studied [11–14] . These patterns have closer relations

with the synchronization patterns in the brain [12,15,16] . In a network of identical oscillators, chimera state represents a

spatiotemporal pattern with the coexistence of synchronized and desynchronized regions [3,17–20] . Chimera state has been

found in natural phenomena, such as uni-hemispheric sleep in birds and dolphins, and also in some brain disorders such as

schizophrenia or epileptic seizures [21–24] . 

In most of the previous studies, the communications between the neurons have been considered to be via chemical or

electrical synapses [22,25] . Electrical connections occur through gap junctions, and inhibitory/excitatory connections occur 

via chemical synapses [26] . The chemical synapse refers to the transmission of neurotransmitters from the pre-synaptic cell

to the post-synaptic one, which takes a delay of several milliseconds [26] . The presence of synapses plays a decisive role in

transferring the signals between the neurons. However, there is another kind of non-synaptic communication, known as the

ephaptic coupling that describes the extracellular signal communication [27–29] . In this type of communication, the ionic

flows in the neuron activity induce some alternations in the extracellular voltage of the cell membrane. Therefore, it can

lead to an electrical field and also change the excitability of neighboring neurons [14,30–32] . Each of the signal transmission

paths has a unique task in the nervous system and the overall communications are conducted through the mixture of

these transmissions. Therefore, studying the complex behavior of the neuronal networks with simultaneous consideration of

synaptic and non-synaptic communications, seems very consequential. 

Recently, multilayer networks have attracted considerable attention for their potential ability in modeling the real-world

complex systems with different levels of connectivity [33–35] . Given the structural and functional characteristics of the

neuronal network, the provision of the multilayer based models can be reasonable. It can also help in understanding the

intricate connections in neuronal data transmissions [35] . Majhi et al. studied a two-layer network of Hindmarsh–Rose neu-

rons, with one layer composed of uncoupled neurons (without direct connections) and one layer formed of coupled neurons

via electrical connections [36] . By considering the chemical synapses between the two layers, they showed that the indirect

connections between the uncoupled neurons can lead to chimera state in the uncoupled layer. Xu et al. considered a multi-

layer memristive neuronal network of modified Hindmarsh–Rose neurons. Their system was consisted of two layers, where

the neurons in each layer were coupled with bidirectional electrical synapses, and two layers were coupled with memristive

synapses [37] . They reported that the memristive synapses have a notable influence on the synchronization of the network,

and by adjusting the coupling strength, chimera state can be achieved. They also showed that the presence of delay in the

inter-layers couplings, has a significant role in the emergence of chimera state. 

The studies have revealed the effects of transmission time delay on the synchronization patterns of the neuronal net-

works [10,38,39] . The time delay has a substantial impact on the dynamics of neurons’ firing, spiking rate, the degree of

phase synchronization, and transition between different synchronization states [16,40–43] . It has been suggested that the

fixed, distributed, or time-varying time delay can be a factor for controlling the chimera states’ characteristics [44,45] . Wang

et al. [46] investigated scale-free neuronal networks of coupled Rulkov maps and reported that the information transmis-

sion time delay plays a crucial role in the transition of different synchronization patterns, in both attractively and repulsively

coupled networks. Also, they showed that in the small-world network of Morris-Lecar neurons, the network could restore

synchronized activity, when the time delay in connections was short or moderate. However, longer delay leaded to anti-

phase synchronization and clustering [47] . 

In this paper, a three-layer neuronal network is considered, where the bottom and top layers have electrical synap-

tic communications, and the intermediate layer has chemical synapses. The inter-layer connections are deemed to occur

through the ephaptic couplings. It is also supposed that the chemical communications in the intermediate layer occur with

some time delay. There are two control parameters, the time delay ( τ ), and the probability of the presence of time delay in

the connections ( P d ), to study the role of partial time delay in the emergence of different patterns. Particularly, We consider

two cases of full time delay, when all connections are subjected to delay, and partial time delay, when only some connec-

tions are subjected to delay. We investigate how delay in the chemical synaptic connections can alter the synchronization,

not only in the middle layer but also in the two other layers indirectly. In the second section, the dynamic of the proposed

network is presented in detail. Section three presents a method for measuring the phase synchronization. The numerical

simulation representation and the discussion of the results are given in section four. Eventually, the conclusions are given

in section five. 

2. System dynamics 

A multilayer network composed of three layers is investigated. In the top and bottom layers, the neurons are connected

via electrical synapses, and in the intermediate layer, the connections are through chemical synapses. Since in chemical

synapses’ signaling, the neurotransmitters are transferred from presynaptic to postsynaptic neurons, chemical connections 

have some time delay, which is considered in the model. Due to considering the effects of the magnetic field, a modified

Hindmarsh–Rose model is used. In 2016, Lv and Ma [50] presented this new model by adding a new variable to the well-

known Hindmarsh–Rose model which describes the magnetic flux. This model is capable of exhibiting vibrant and complex
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Fig. 1. The schematic diagram of a multilayer network with three layers. The neurons in the top and bottom layers are coupled with electrical synapses 

and in the intermediate layer, are coupled through chemical synapses. Each neuron in the middle layer is connected via bidirectional magnetic connections 

to its corresponding neighboring neurons in two other layers. 

 

 

 

 

 

dynamical behaviors of the neuron. The modified HR model is as follows: 

˙ x = f (x, y, z, ϕ) = y − ax 3 + bx 2 − z + I ext − k 1 w (ϕ) x 

˙ y = g(x, y, z, ϕ) = c − dx 2 − y 

˙ z = h (x, y, z, ϕ) = r(s (x − x 0 ) − z) 

˙ ϕ = u (x, y, z, ϕ) = x − k 2 ϕ 

w (ϕ) = α + 2 βϕ 

2 (1)

Fig. 1 shows the schematic of the three-layer network. The top and bottom layers are assumed to be connected with the

intermediate layer, by bidirectional inter-layer magnetic couplings. The mathematical equations of the top and bottom layers

are presented by: 

˙ x i 1 = f (x i 1 , y i 1 , z i 1 , ϕ i 1 ) + g e 

N ∑ 

j=1 

A i, j (x j1 − x i 1 ) 

˙ y i 1 = g(x i 1 , y i 1 , z i 1 , ϕ i 1 ) 

˙ z i 1 = h (x i 1 , y i 1 , z i 1 , ϕ i 1 ) 

˙ ϕ i 1 = u (x i 1 , y i 1 , z i 1 , ϕ i 1 ) + g m 

N ∑ 

j=1 

A i, j (ϕ j2 − ϕ i 1 ) (2)

˙ x i 3 = f (x i 3 , y i 3 , z i 3 , ϕ i 3 ) + g e 

N ∑ 

j=1 

A i, j (x j3 − x i 3 ) 

˙ y i 3 = g(x i 3 , y i 3 , z i 3 , ϕ i 3 ) 

˙ z i 3 = h (x i 3 , y i 3 , z i 3 , ϕ i 3 ) 

˙ ϕ i 3 = u (x i 3 , y i 3 , z i 3 , ϕ i 3 ) + g m 

N ∑ 

j=1 

A i, j (ϕ j2 − ϕ i 3 ) (3)

and for the intermediate layer, the model is described as, 
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Fig. 2. The snapshots of the membrane potentials of three layers’ neurons, at t = 30 0 0 , with P d = 1 , g m = 1 , g e = 0 . 5 , g ch = 0 . 05 . (a) τ = 0 . 1 : layer I, III 

are phased synchronized and layer II is zero-lag synchronized, (b) τ = 1 . 4 : layer I, III are zero-lag synchronized and layer II shows chimera state, (c) τ = 2 : 

layer I, III are zero-lag synchronized and layer II is incoherent, (d) τ = 5 : all layers are zero-lag synchronized. The figure shows that in a strongly coupled 

network, in the case of full-time delay, the upper and lower layers are more synchronous than the middle layer, and the change in the latency of the 

network makes it possible to take different synchronization patterns in the middle layer. 

 

 

 

 

 

 

 

 

 

 

 

 

˙ x i 2 = f (x i 2 , y i 2 , z i 2 , ϕ i 2 ) + g ch 

N ∑ 

j=1 

A i, j (v s − x i 2 )�(x i 2 (t − τ )) 

˙ y i 2 = g(x i 2 , y i 2 , z i 2 , ϕ i 2 ) 

˙ z i 2 = h (x i 2 , y i 2 , z i 2 , ϕ i 2 ) 

˙ ϕ i 2 = u (x i 2 , y i 2 , z i 2 , ϕ i 2 ) + g m 

N ∑ 

j=1 

A i, j (ϕ j1 + ϕ j3 − 2 ϕ i 2 ) 

�(x ) = 

1 

1 + e −λ(x −θs ) 
(4) 

where the variables x, y, z , and ϕ represent the membrane potential, slow current for recovery variables, adaption current

and magnetic flux across the membrane, respectively. I ext describes the external forcing current. w (ϕ) = α + 3 βϕ 

2 is the

memory conductance of flux-controlled memristor, that represents the coupling between x and ϕ variables, where α and β
are constant parameters [28,48] . 

The subscript i , and j represent the i th, and j th neuron, respectively, where i, j = 1 , 2 , ..., N with N being the total number

of neurons in each layer. A = [ A i, j ] is the zero-row sum coupling matrix, such that A i, j = 1 if the i th neuron is connected

to the j th neuron and otherwise A i, j = 0 . Neurons in each layer, are considered to be on a ring, where each neuron inter-

acts with its nearest neighbors on each side. Also, each neuron in the middle layer interacts ephaptically with its three

corresponding nearest neighboring neurons in two other layers (see Fig. 1 ). g m 

, g e , and g ch are the magnetic, electrical and

chemical coupling strengths, respectively. �( x ) is the activation function, in which λ is a positive constant and θ s is the

threshold [36] . If v s > x i , the synapses are excitatory and here we choose v s = 2 (excitatory connections) for all connec-

tions [12] . τ is the time delay that takes nonzero values with the probability P d . The parameters are chosen at a = 1 , b = 3 ,

c = 1 , d = 5 , r = 0 . 006 , s = 4 , k 1 = 1 , k 2 = 0 . 5 , I ext = 2 . 2 , λ = 100 , θs = −0 . 25 , α = 0 . 1 and β = 0 . 02 . By considering this set

of parameters (inspired from previous studies [12,16,48] ) the behavior of the isolated neuron is regular spiking. The initial

conditions for delayed equations are selected randomly from uniform distribution in the interval [0,1]. 
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Fig. 3. The snapshots of the membrane potentials of three layers’ neurons, at t = 30 0 0 , with P d = 1 , g m = 0 . 1 , g e = 0 . 05 , g ch = 0 . 005 . (a) τ = 0 . 1 : layer I, 

III are zero-lag synchronized and layer II is phase synchronized, (b) τ = 1 . 4 : layer I, III show chimera state and layer II is phase synchronized, (c) τ = 2 : 

layer I, III show imperfect chimera state and layer II is phase synchronized, (d) τ = 5 : layer I, III show chimera state and layer II is zero-lag synchronized. 

The figure indicates that in a weak-coupling network, in the case of full-time delay, the middle layer is more synchronous than the upper and lower layers. 

Increasing the latency makes the first and third layers more incoherent. 

 

 

 

 

 

 

 

 

 

 

3. Phase synchronization measure 

The timing of the single spikes has some information about neuronal communications. Parameter R is used to quantify

the degree of phase synchronization and describes the collective behavior of spike trains [49] . The parameter R is defined

as, 

R = 

1 

N 

| 
N ∑ 

j=1 

exp(iθ j (t)) | (5)

where θ j ( t ) is the phase for the j th neuron at the time t and is determined as: 

θ j (t) = 2 π
t − t j,k 

t j,k +1 − t j,k 

j = 1 , ..., N (6)

where t j,k is the starting time of the k th spike of the j th neuron. To find the starting times numerically, a threshold has been

defined and the peaks of the neurons’ firing time series have been detected. Zero R indicates no synchronization, and R = 1

shows complete synchronization [10] . 

4. Results 

In the following, the results of considering time delay in the chemical synapses of the intermediate layer’s connections

are presented. The study is performed on the network with both strong and weak couplings. Numerical results are gener-

ated by using the 4th order Runge–Kutta estimation method with timestep = 0 . 1 . In reporting the results, we have selected

the set of parameters which has more effects on the behavior of the neurons, and also satisfies the reproducibility of the

patterns. 
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Fig. 4. The snapshots of the membrane potentials of three layers’ neurons, at t = 30 0 0 , with P d = 0 . 5 , g m = 1 , g e = 0 . 5 , g ch = 0 . 05 . (a) τ = 1 . 6 : layer I, III 

are phase synchronized and layer II is zero-lag synchronized, (b) τ = 2 : layer I, III are zero-lag synchronized and layer II shows chimera state, (c) τ = 2 . 2 : 

layer I, III are zero-lag synchronized and layer II is incoherent, (d) τ = 3 . 2 : layer I, III are zero-lag synchronized and layer II shows solitary states. The figure 

suggests that in a strong-coupling network, in the case of full-time delay, the middle layer is more asynchronous than the upper and lower layers. The 

partial time delay can change the level of synchronization of the network pattern in the second layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.1. Full-time delay 

The snapshots of the membrane potentials of three layers’ neurons of the network at t = 30 0 0 are presented in Figs. 2 ,

and 3 , for different values of τ at P d = 1 , in strong and weak coupling strengths, respectively. Fig. 2 shows the network

patterns when the coupling strengths are set at g m 

= 1 , g e = 0 . 5 , g ch = 0 . 05 , which refers to as strong couplings. This figure

shows that varying the time delay makes transitions between different spatiotemporal patterns alternately. In detail, the

snapshots of the three layers are ordered when τ = 0 . 1 . In this case, the neurons in the top and bottom layers have similar

ordered patterns of firing, since they have the same type of intra-layer electrical couplings (see Fig. 2 panel (a)). As the

connections are delayed with relatively small τ , the layer I and III are phase synchronized, and layer II is zero-lag synchro-

nized. The phase synchronized state is a continuous snapshot pattern which indicates that the neurons of the network fire

by specific phase difference with their neighboring neurons, and in the zero-lag synchronized, all neurons have the same

membrane voltage level at a particular moment in the snapshot, which means that all the neurons in the middle layer fire

and come to rest, simultaneously. 

When τ increases to τ = 1 . 4 , the ordered patterns of layer I and III are maintained ordered, but layer II pattern becomes

rather disordered (see Fig. 2 panel (b)). The snapshots in Fig. 2 b suggest that layer I and III tend to zero-lag synchronization,

while layer II shows the coexistence of coherent and incoherent regions, that is known as chimera state. As τ increases to

τ = 2 , layer I and III maintain their order, while layer II becomes notably disordered (see Fig. 2 panel (c)). The snapshots

shown in Fig. 2 c, determine that layer I and II are zero-lag synchronized and layer II is desynchronized. As τ increases to

larger values of τ = 5 , it can be seen that the multilayer network is again moving toward coherent states (see Fig. 2 panel

(d)). The snapshots in Fig. 2 d indicate that all layers are zero-lag synchronized. Fig. 2 illustrates that full time delayed

intralayer connections in layer II, can have a remarkable influence on the synchronization patterns of the multilayer

network. It seems that increasing or decreasing the delay can be a factor to control the degree of the multilayer network’s

synchronization. 

Let consider another full-time delay case, where the network has weak coupling strengths as g m 

= 0 . 1 , g e = 0 . 05 , g ch =
0 . 005 . The most noticeable point about this network is that the middle layer is generally more synchronous than the upper

and lower layers. Some results of this case are represented in Fig. 3 . When τ = 0 . 1 , the network shows the ordered patterns
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Fig. 5. The snapshots of the membrane potentials of three layers’ neurons, at t = 30 0 0, with P d = 0 . 5 , g m = 0 . 1 , g e = 0 . 05 , g ch = 0 . 005 . (a) τ = 2 : layer I, 

III are zero-lag synchronized and layer II is phase synchronized, (b) τ = 3 : layer I, III show chimera state and layer II is phase synchronized, (c) τ = 3 . 9 : 

all layers are phase synchronized, (d) τ = 5 : all layers are phase synchronized. The figure confirms that in a weak-coupling network, in the case of partial 

time delay, the middle layer is more synchronous than the upper and lower layers. In this case, the network is more synchronized than in the previous 

cases. 

Fig. 6. Dependence of parameter R on the time delay τ , for the full and partial time delay (magenta and blue color respectively). (a) Strong coupling 

strengths: g m = 1 , g e = 0 . 5 , g ch = 0 . 05 . (b) Weak coupling strengths: g m = 0 . 1 , g e = 0 . 05 , g ch = 0 . 005 . This figure represents the nonlinear changes in R by 

increasing the delay. The minimum values of this curve are the values of delays in which layer II has less synchrony. 
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Fig. 7. The spatiotemporal patterns and snapshots of the membrane potentials of three layers’ neurons, at t = 30 0 0 , with P d = 1 , g m = 1 , g e = 0 . 5 , g ch = 

0 . 05 . (a) τ = 2 . 2 : layer I, III are zero-lag synchronized and layer II is incoherent, (b) τ = 2 . 7 : layer I, III show phase synchronized patterns and layer II is 

chimera states, (c) τ = 2 . 9 : layer I, III show phase synchronized patterns and layer II is chimera states. This figure shows the relevance between minimums 

of parameter R and network synchronization in layer II for the full-time delays and strong coupling strengths. 

 

 

 

 

 

 

 

 

 

 

 

 

 

in all three layers (see Fig. 3 panel (a)). The snapshots in Fig. 3 a confirms that layer I and III are zero-lag phase synchronized

and layer II is phase synchronized. This state indicates an interesting result: in this case, compared to the previous one

with strong couplings, the type of synchronization pattern of the middle layer is displaced with two other layers. When

τ is increased to τ = 1 . 4 , the ordered snapshot patterns of layer I and III, become disordered, while layer II sustains its

order (see Fig. 3 panel (b)). In this case, the snapshot patterns in layer I and III indicate chimera state, while layer II is

phase synchronized again. Further increase of time delay does not change the pattern of layer II but makes the patterns

of the other layers change to imperfect chimera state (see Fig. 3 panel (c)). In this special case, some neurons suddenly

break the continuous coherent group and have different firings. Fig. 3 d shows the network pattern for τ = 5 . It represents

that, in contrast to the multilayer network with strong coupling strengths, when the delay increases, the layers I and III

are not synchronized anymore, and they maintain in chimera state. On the other hand, layer II tends to have a zero-lag

synchronized pattern. It can be concluded that the multilayer network with full-time delay, is more desynchronized in weak

coupling strengths in comparison to strong ones. 

4.2. Partial time delay 

Some previous studies reveal that in real neuronal networks, only some of the connections are subjected to delay [16,51] .

Therefore, we consider a probability ( P d ) for the delayed connections and set it at P d = 0 . 5 as an average value. The results
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of this case when the couplings are strong, are presented in Fig. 4 . It can be found that similar to the previous strong case

(see Fig. 2 ), the upper and lower layers are generally more synchronous than the middle layer. When τ = 1 . 6 , the layer I

and III are phase synchronized and layer II is zero-lag synchronized (see Fig. 4 panel (a)). When τ increases to τ = 2 , layer

I and III keep their ordered patterns, while the ordered pattern of layer II becomes semi-disordered (see Fig. 4 panel (b)). In

this case, the chimera state is seen in layer II. As τ increases to τ = 2 . 2 , (see Fig. 4 panel (c)) synchronization regions of the

layer II become desynchronized and chimera state disappears. Therefore, the snapshots in Fig. 4 c depicts incoherent regions.

If we increase the delay to τ = 3 . 3 , as before, layer I and III will be synchronous. In this case, synchronization pattern of

layer II is the solitary state, possessing a few isolated neurons in the network with the remaining neurons experiencing

cluster synchronization [21] (see Fig. 4 panel (d)). 

Fig. 5 indicates the results of the network for partial time delay with weak coupling strengths. As can be predicted

from the previous results, the middle layer is more synchronous than two other layers, in weak coupling strengths. Fig. 5 a

refers to the time delay τ = 2 , in which the network layers maintain their order for larger amounts of the time delay, in

comparison to the previous case (see Fig. 4 ). Fig. 5 a shows that layer I and III are zero-lag synchronized, and layer II is

phase synchronized. As τ increases to τ = 3 , (see Fig. 5 panel (b)) synchronization regions of the layers I and III become

desynchronized, and chimera state appears. In this case, layer II is phase synchronized. If we increase the delay to τ = 3 . 9 ,

all layers are phase synchronized (see Fig. 5 panel (c)). For a larger amount of time delay, all layers are phase synchronized

again (see Fig. 5 panel (d)). The observations indicate that the network with weak coupling strengths and partial time delays

in chemical synapses is further synchronized. 

4.3. Parameter R quantification 

In order to quantify the influence of the full and partial time delays for the network with both strong and weak coupling

strengths, we calculate the dependence of parameter R on the time delay at P d = 1 and P d = 0 . 5 . The results are presented

in Fig. 6 . This figure shows that R changes nonlinearly by increasing the delay. The minimum values of this curve repre-

sent the values of delays in which the middle layer has less synchrony. For example, the parameter R has three minimum

points for a network with strong coupling strengths in full-time delay mode. To examine the status of the middle layer of

the network, for these three delay values, the time snapshots and spatiotemporal patterns of the network are illustrated

in Fig. 7 . 

Fig. 7 shows that the intermediate layer has a desynchronized pattern for all of the specified delay values. Fig. 7 panel (a)

refers to the first minimum point of the parameter R , which is at τ = 2 . In this case, layer I and III are zero-lag synchronized,

and layer II is incoherent. The second minimum point is τ = 2 . 7 . For this delay value, as shown in Fig. 7 b, layer I and III

are phase synchronized, while layer II represents a chimera state. The largest delay for the most desynchronization in the

second layer of the network is at τ = 2 . 9 . In this case, the snapshots and spatiotemporal patterns of network suggest that

layer I and III are phase synchronized, and layer II is in the chimera state (see Fig. 7 panel (c)). 

5. Conclusion 

In this paper, a multilayer neuronal network composed of three layers was investigated. The modified Hindmarsh-Rose

neuron, which can describe the magnetic flux, was used as the single units of the network. We considered three layers to

describe different communications in neural transmissions. The neurons in the top and bottom layers were coupled via elec-

trical synapses and in the middle layer were coupled through chemical synapses. The top and bottom layers were connected

with the middle layer via indirect ephaptic coupling, which refers to electromagnetic induction. All of the connections of

the neurons were considered to be local. The partial time delay was also supposed in the middle layer to define the time

delay occurring in the chemical synapse signal transmission. The time delay was encountered in two cases of full-time de-

lay, where all the connections have time delay, and partial time delay with the probability of P d = 0 . 5 . The network patterns

were investigated by varying the coupling strengths. Almost in all the simulations, the top and bottom layers had the same

behaviors that is due to their similar structures and connections. The results showed different patterns in strong and weak

couplings. Indeed, when the couplings are strong, the top and bottom layers were synchronous, whereas the middle one was

not and exhibited different patterns of asynchronization or chimera state, by varying the time delay. When the couplings

were weakened, the middle layer became synchronized. In this case, changing the time delay induced asynchronization or

chimera state in the top and bottom layers. In overall, employing weak couplings with partial time delay, was the most

synchronizable case. 
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