Cross-linguistic neuroimaging and dyslexia: A critical view
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Abstract

Recent neuro-cognitive theories of dyslexia presume that all dyslexics have the same type of brain abnormality irrespective of the particular writing system their language uses. In this article, we indicate how this presumption is inconsistent with cross-linguistic investigations of reading and dyslexia. There are two main issues. First, the information-processing requirements of reading vary greatly across different orthographies. Second, it is known that even within a single orthography there are different subtypes of dyslexia. Consequentially, it cannot be the case, not even within a single orthography let alone across orthographies, that all dyslexics have the same type of brain abnormality. Neuro-cognitive theorizing about dyslexia cannot afford to ignore these issues.

1. The definition problem

Developmental dyslexia is a complex disorder involving specific difficulty in the acquisition of reading and writing skills (Critchley, 1970; World Health Organization, 1993). It appears to vary in prevalence across languages with different writing systems (Goswami, 2002). Apart from entirely behavioural definitions, dyslexia has also been viewed as a neurological disorder with genetic origin (Grigorenko, 2001; Smith et al., 1998). However, the definition and explanations of dyslexia (for reviews see Demonet et al., 2004; Habib, 2000) have long been problematic (Solity, 1996).

A causal modelling framework involving three distinct levels of description – behavioural, cognitive, and biological (Jackson and Coltheart, 2001) – can shed light on some seemingly intractable problems and conundrums. Dyslexia can then be defined as a neuro-developmental disorder with a biological origin that is the basis for abnormalities at
a cognitive level, which are the immediate causes of the behavioural signs of dyslexia. These hypothesized cognitive deficits are subject to an ongoing debate, but serve as a starting point for testable predictions at both the behavioural and the biological levels. At all three levels interactions with the properties of writing systems must occur. These interactions will have a major impact on the clinical manifestation of dyslexia, the handicap experienced by the dyslexic, and the possibilities for remediation (Frith, 1999; Siok et al., 2004).

2. Neuroimaging studies of dyslexia

The use of sophisticated cognitive tests in combination with a variety of neuroimaging methods, including functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomography (PET), Electroencephalography (EEG) and Magnetic Source Imaging (MSI) can substantially contribute to our understanding of dyslexia, especially with respect to its neurobiological bases. Most neuroimaging studies converge in showing that in individuals with dyslexia there is much more underactivations of, and fewer connections between, the key neural network structures than is observed in nondyslexics (Goswami, 2008).

More specifically, recent neuroimaging studies investigating structure–function relationships with alphabetic languages have detected several brain regions with atypical function and anomalous structure in individuals with dyslexia (Siok et al., 2004). These include the left temporoparietal areas, the left middle-superior temporal cortex and the left inferior temporo-occipital gyrus.

The left temporoparietal areas are often thought to be involved in letter-to-sound conversion during reading (e.g., Aylward et al., 2003; Brown et al., 2001; Eden et al., 2004; Eden and Moats, 2002; Hoeft et al., 2006, 2007; Horwitz et al., 1998; Johansson, 2006; Price and Mechelli, 2005; Temple et al., 2003). Nevertheless, a recent study by Ben Shalom and Poeppel (2008) showed that these left temporoparietal areas (especially the supramarginal gyrus) are probably involved more in sensorimotor transformations at the phoneme level rather than letter-to-sound conversion.

The left middle-superior temporal cortex is especially important for speech sound analysis (Aylward et al., 2003; Brambati et al., 2004; Brown et al., 2001; Eckert, 2004; Paulesu et al., 2001).

Finally, the left inferior temporo-occipital gyrus seems to function as a rapid visual word recognition system (Brambati et al., 2004; Brown et al., 2001; Kronbichler et al., 2008; Shaywitz et al., 2002; Silani et al., 2005; Simos et al., 2002). Just as we reported in this section, Wimmer et al. (2010, this issue) also found left occipito-temporal underactivation. However, this was accompanied by overactivation in more posterior medial occipital regions, possibly reflecting prolonged or repeated low-level visual processing of the letter string information. Wimmer et al. (2010, this issue) conclude that as opposed to healthy readers, dyslexic individuals do not engage the so-called Visual Word Formation Area (Cohen et al., 2002), but instead tend to rely on these overactivated posterior occipital regions, and also on left frontal premotor and motor regions (for a more detailed description of these results, see Wimmer et al., 2010, this issue).

The neuroimaging results so far support a neurophysiological model of reading skill acquisition and its disorders according to which dyslexia is linked to atypical structural and functional development of posterior brain systems (e.g., Eden et al., 2004; Eden and Moats, 2002; Hoeft et al., 2007; Horwitz et al., 1998; Johansson, 2006; Price and Mechelli, 2005; Shaywitz et al., 1992).

3. Neuro-cognitive theories of dyslexia

Neuro-cognitive theories of dyslexia have been developed (e.g., Paulesu et al., 2001; Silani et al., 2005) that make the presumption that all dyslexics have the same type of brain abnormality irrespective of the properties of the orthographic system used to write their language. However, the neural circuits involved in reading and reading disorders would be expected to vary substantially across languages, because of differences in how a given writing system links print to spoken language (Eden et al., 2004; Goswami, 2002, 2006; Perfetti et al., 2005; Price and Mechelli, 2005; Schlaggar and McCandliss, 2007; Siok et al., 2004). Moreover, it is known and widely accepted that even within a single orthographic community there are different subtypes of dyslexia (e.g., Castles and Coltheart, 1993; Heim et al., 2008; King et al., 2007; Lorusso et al., 2004). We thus argue here that the neuro-cognitive theories that were developed recently by Paulesu et al. (2001) and Silani et al. (2005) are at least misleading, if not wrong, approaches to cross-linguistic investigations of dyslexia. We will first discuss the most important critical issues and deficiencies of these theories before venturing into what should be improved in future neuro-cognitive considerations of dyslexia and constructions of new theories.

4. Critical issues: the danger of being average

First and foremost, the papers by Paulesu et al. (2001) and Silani et al. (2005) assume that developmental dyslexia is a cognitively homogeneous condition, i.e., all dyslexics have the same type of reading difficulty. However, as we have indicated above this is known to be false: there are various different forms of developmental dyslexia (Jackson and Coltheart, 2001; Slaghuis, 2007). One form of developmental dyslexia is characterized by reading responses where letter position errors occur: this is developmental letter position dyslexia (Friedmann and Gvion, 2005; Friedmann and Rahamim, 2007). Another form of developmental dyslexia is developmental neglect dyslexia, in which reading errors occur only with respect to one end of the word, typically the left (Friedmann and Nachman-Katz, 2004). Then there is developmental attentional dyslexia (Friedmann et al., 2010, this issue; Rayner et al., 1989) in which letters from words in parafoveal vision intrude into the processing of the currently fixated word. Other dyslexics have a specific difficulty in learning the rules according to which letters are converted to sounds; a condition known as developmental phonological dyslexia (see e.g., Campbell and Butterworth, 1985; Temple and Marshall, 1983). Others, on the other hand, have a specific difficulty in building
And these subtypes fractionate even further: Friedmann and Lukov (2008) have shown that developmental surface dyslexia itself occurs in three different forms.

It is not possible that these many different varieties of developmental dyslexia are all characterized by the same type of neural impairment. Hence, averaging imaging data across a heterogeneous group of individuals with dyslexia not selected according to subtype of dyslexia, as done by Paulesu et al. (2001) and Silani et al. (2005), cannot yield data from which meaningful conclusions can be made, because of the gross biological and cognitive heterogeneity of any group chosen in this way.

Quite apart from this completely general point, there were specific methodological difficulties with these studies. The method by which Italian dyslexics in Silani et al. (2005) were identified was quite different from the method by which English and French dyslexics were identified: the French and English subjects were people who volunteered for the study because they had in the past received a formal diagnosis of dyslexia, whereas the Italian subjects were selected from a large sample of 1200 students who were given group tests of spelling and stress assignment. Thus the different groups of dyslexic individuals were not comparable across different languages, as deemed necessary in the past (Frith, 1999; Siok et al., 2004).

In addition, the two papers assert that all individuals with dyslexia have a phonological deficit, which is not the case. There are examples in the literature where individuals with dyslexia did not show any phonological impairment (e.g., Shankarnarayan and Maruthy, 2007), and indeed of the five subtypes of developmental dyslexia we described above only one (developmental phonological dyslexia) seems to be at all consistently associated with the presence of phonological deficits.

If dyslexia had a universal pathophysiological basis in the brain, then dyslexic individuals whose scripts are not alphabetic (e.g., Chinese, Korean, Japanese, some Indian scripts) would show the same neural deficit as their alphabetic counterparts. Because the cognitive mechanisms required to read non-alphabetic scripts are very different from those required for reading alphabetic scripts, this seems highly unlikely; and it is in fact not true (Siok et al., 2004). Moreover, it seems that due to brain plasticity, differences between properties of reading systems can induce substantial neuroanatomical differences between populations reading alphabetically-written versus ideographically-written languages (Kochunov et al., 2003).

Consider, for example, the fact that in readers of alphabetic scripts localized brain damage in previously literate people can selectively affect nonword reading whilst sparing the reading of real words (acquired phonological dyslexia; for a review of this condition see Coltheart, 1996). This must mean that there is a specific brain region serving as the neural substrate for reading aloud via letter–sound correspondences. The brains of readers of ideographic scripts (such as Chinese, or Japanese kanji) or syllabic scripts, such as Japanese kana or Devanagari (as used for writing various Indian languages) will of course contain this specific brain region, but in such readers this region will certainly not subserve the function of letter-to-sound translation, because there are no letters in ideographic or syllabic scripts.

Even when one considers just readers of alphabetic scripts, the same point can be made. One of the problems which readers of English have to solve when using letter–sound rules to read aloud is that in English a phoneme is sometimes represented by two or more letters, such as the SH in SHIP or the IGH in HIGH. So it has been proposed (see e.g., Coltheart, 1985) that the English reading system contains a graphemic parser whose job is to parse a letter string into graphemes (the orthographic elements corresponding to phonemes). However, there are languages in which phonemes are only ever represented as single letters (Serbian and Bosnian, for example), and for such languages graphemic parsing is never needed. Hence when children learn to read English they will have to acquire a graphemic parsing system as a part of their reading systems, whereas children learning to read Serbian or Bosnian will not.

Another quirk of the English writing system is that sometimes a phoneme is represented by non-contiguous letters, such as the vowel phoneme in the word RACE: here we might refer to the A_E corresponding to the vowel phoneme as a “split grapheme”. Italian and English differ from Serbian in that there are multiletter graphemes in both Italian and English; but Italian and English differ from each other in that English has split graphemes and Italian does not.

The French and English orthographies both require graphemic parsing and both include split graphemes; nevertheless, they still differ at an orthographic level in that accents are used in written French but not in written English.

Thus although English, French, Italian and Serbian are all written alphabetically, the reading systems of skilled readers of these languages will nevertheless be nonidentical because each language employs the alphabetic principle in unique ways (Seymour et al., 2003). This allows for the possibility – indeed, the probability – of language-specific forms of developmental dyslexia. Children learning English have difficulty learning letter–sound rules involving split graphemes, for example, but that difficulty cannot be seen in children learning to read Italian or Serbian.

5. Conclusion

 Neuroimaging methods have played a role in identifying the neural correlates of reading impairments that are typically associated with dyslexia. However, a major deficiency of neuroimaging investigations is that they have too often failed to establish contact with contemporary models of cognition (see e.g., Coltheart, 2006; Poeppel, 1996; Raichle, 1998). Recent cross-linguistic neuroimaging studies of dyslexia have raised some important theoretical issues with respect to the neurobiological origin of the disorder; however, they failed to consider relevant conceptual and methodological shortcomings that were instead simply ignored. For instance, the neuro-cognitive theories introduced by Paulesu et al. (2001) and Silani et al. (2005) presume that, within any orthographic community, all dyslexics have the same type of brain abnormality. In this paper, we have discussed why these theories cannot be correct, or at least have major deficiencies
requiring substantial reconsideration of many vital arguments. Future neuro-cognitive theories and empirical studies should take these issues consistently into account in order to craft an adequate and up-to-date theory, as well as to develop better education possibilities for dyslexics reading various different orthographies.

Neuroimaging studies have the potential not only to identify the neural correlates of dyslexia, but also to offer a new set of constraints that will help in evaluating the adequacy of existing alternative theories in a cross-linguistic context. For this reason, we are optimistic that by seriously reconsidering the above-mentioned limitations, it should be possible to employ neuroimaging techniques to move beyond an oversimplified notion of the dyslexic brain, and to arrive at a unified cross-linguistic theory of reading disability that would reconcile a wide range of seemingly incompatible behavioural- and neuroimaging findings.
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