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Abstract—With the rapid development of the scale of distributed
energy resources, the implementation of distributed algorithms
imposes ever-increasing requirements on communication resources.
With the aim of reducing the communication burden required to
solve the economic dispatch problem, we here consider three key
aspects, namely the amount of information exchanged per broadcast,
the broadcast frequency per iteration, and the number of iterations
needed to achieve a certain accuracy. The proposed primal-dual
based algorithm is integrated with a discrete dynamic event-triggered
scheme and enjoys significant advantages in all three mentioned
aspects. We prove that the proposed algorithm converges to the
optimal point at a linear convergence rate for suitable operating
parameters and for cost functions that are strongly convex and
smooth.We confirm the effectiveness and demonstrate the advantages
of our approach bymeans of a set of simulation experiments.

Index Terms—Distributed economic dispatch problem, linear
convergence rate, dynamic event-triggered scheme, distributed
optimization, power system.

I. INTRODUCTION

OVER the past few decades, the power system, have been

undergoing transformation with the help of emerging tech-

nologies [1], [2], [3]. As the power system continues tomodernize,

systems composed of conventional generation power plants are

gradually replaced by systems composed of a large number of dis-

tributed energy resources [4]. In the pursuit of better coordinations

of the distributed energy resources, the economic dispatch problem

(EDP) arises, abstracted as minimizing the total cost of electric

power generation under output constraints and the total generation

demand [5], [6]. To deal with EDP, an effective but traditional

solution is centralized optimization, which suffers from perfor-

mance limitations, such as single point of failure, high communi-

cation requirement, substantial computation burden and limited

flexibility and scalability [7]. To overcome performance limita-

tions, distributed optimization strategies have been proposed,

which take advantages of local computation and communication

between agents to realize the global optimization [7]. In the case

where output constraints are excluded, the central-free algorithm

(CFA) in [8], [9] works. However, for cases with output con-

straints, CFA cannot be directly applied because the balance

between demand and supplywill be damaged by operations, which

are utilized to deal with constraints. To deal with EDP distribut-

edly, the barrier-based method is employed to transform EDP to

an unconstrained case [10]. Anothermaturemethod is to apply pri-

mal-dual theory and transform the original EDP to the dual prob-

lem [11], [12], which is a distributed optimization problem.

A. Motivations

Nowadays, some practical conditions have been taken into con-

sideration, such as random noises in gradient and communication

delays [13], unpredictable communication failures [14] and unbal-

anced directed communication topology [15]. However, few

researches consider communication burden. Due to an increasing

number of distributed generators that are integrated into the main

grid, the implementation of distributed algorithms has higher

requirements on communication resources. Considering the scale

of smart grid and its communication network, the tremendous

amount of exchanged information may exhaust communication

resources and even lead to failure of convergence [16]. The

impact of communication burden should be taken into the consid-

eration when the algorithms are applied into practical cases [16].

Three aspects are considered and discussed as below:

� the number of iteration for achieving certain accuracy;

� the broadcast frequency per iteration;

� the amount of information exchanged per broadcast.

B. Literature Review

First, the number of iteration for achieving certain accuracy is

considered. Commonly discussed in both centralized and distrib-

uted optimization, it is directly reflected by the convergence rate
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of the algorithm, where the faster is preferred since the higher

rate maymean fewer iterations and less communication time.

The aforementioned algorithms with diminishing step sizes

can only guarantee the sublinear convergence rate or their exact

convergence rate cannot be obtained. Employing fixed step

sizes, the algorithm in [10] can asymptotically converge, but

even the accelerated version can only improve the theoretical

convergence rate to Oð 1
k2
Þ (a sublinear rate). As shown in the

researches of the dual problem, distributed optimization prob-

lem, diminishing step sizes influence the convergence rate [17],

[18], [19] and the linear convergence rate can be obtained by

some algorithms [18], [19] employing fixed step sizes. More-

over, it further reveals the difficulty for the meticulous design

and analysis of linear convergent algorithms, i.e. if diminishing

step sizes are simply replaced by fixed ones, the algorithm can

not reach the exact optimal point [20]. As to EDP, counterparts

of [18], [19] are proposed in [21], [22], lacking theoretical analy-

sis for the linear convergence rates. A distributed ADMM-like

method, called DPDA-D in [23], also includes fixed step sizes

and lacks the exact convergence rate. Recently, there exist some

successful attempts. Algorithms based on DIGing [18] are pro-

posed in [24], [25], [26] and their linear convergent rates are

proved along the small gain theorem used in [18].

Second, the aspect of the broadcast frequency per iteration

is considered. The event-triggered scheme is widely used in

multi-agent systems to reduce unnecessary communication

per iteration [27], [28] by restricting transmissions to the case

when the event-triggered condition is satisfied. It is verified

that with a properly designed event-triggered scheme, the

communication frequency decreases while maintaining key

properties [10] and the core is the design of event-triggered

condition [29], [30].

Some researches integrate the event-triggered scheme into

linearly convergent algorithms. Based on the algorithm

in [26], event-triggered versions and an accelerated one are

provided in [31] and [32] respectively. Note that only static

event-triggered scheme is integrated in the aforementioned

algorithms. As one of future research prospect in [28], the

dynamic event-triggered scheme is preferred since it employs

an internal dynamic variable as the error threshold, which may

increase at some steps and thus can allow for larger trigger

intervals. It is theoretically proved in [33] that the lower bound

of interval obtained in the dynamic event-triggered scheme

must be larger than or equal to the one obtained in a traditional

static event-triggered scheme.

Recently the dynamic event-triggered scheme has been inte-

grated into continuous-time algorithms to deal with various

problems in multi-agent systems [34], [35], [36], [37], [38].

However, few researches try to integrate the dynamic event-

triggered scheme into distributed algorithms for the consensus

optimization problem and EDP, probably because the internal

variable, always larger than some wt used in [31], [32], brings

difficulties into the proof along the small gain theorem in [31],

[32], even though it may provide a looser threshold [39]. It is

unknown whether the linear convergence rate can be main-

tained or not when a dynamic event-triggered scheme is

integrated.

C. Statement of Contributions

Motivated by the practical need for lessening communica-

tion burden in smart grid, this paper proposes a distributed

algorithm with dynamic event-triggered scheme and provides

a theoretical proof for its linear convergence rate when the

objective function is Lipschitz smooth and strongly convex.

� The proposed event-triggered algorithm relieves the bur-

den of communication from three aspects. Compared

with asymptotically convergent algorithms in [10], [13],

[14] that also broadcast one variable, the proposed algo-

rithm guarantees faster convergence rate and less itera-

tions. The integration of dynamic event-triggered scheme

helps reduce the communication frequency. Compared

with linearly convergent algorithms in [24], [25], [26],

[31], [32], the proposed algorithm is carefully designed to

use only half amount of exchanged information per

broadcast, which touches on the third aspect, the amount

of information exchanged per broadcast process.

� Furthermore, note that our work is a successful attempt

to integrate dynamic event-triggered scheme into algo-

rithms for EDP in smart grid. It is proved that the

dynamic event-triggered scheme always works when

the step sizes are chosen in the given ranges. Moreover,

our work theoretically shows that the linear conver-

gence rate can be maintained when a dynamic event-

triggered scheme is integrated.

� The most similar counterpart in distributed consensus-

based optimization problem is the one proposed in [40],

which is a discrete-time counterpart of the continuous

time algorithms in [41]. However for linear conver-

gence, a matrix condition containing the step size is

given in [40] rather than a specific range of step size.

Furthermore, it is not clear whether there exists such

step sizes that the matrix condition in [40] holds. In con-

trast, the proposed algorithm in this paper possesses

flexibility and the analysis gives a chosen range for step

size to guarantee the linear convergence.

D. Paper Organization

Section II introduces notations, communication topology and

the formulation of EDP. Section III reformulates EDP and pro-

poses time-triggered and dynamic event-triggered algorithm.

Theoretical results are shown in Section IV and verified by a

simulation case in Section V. Section VI concludes the paper.

II. PRELIMINARIES

A. Notations

Unless otherwise stated, subscripts and superscripts are

used to distinguish nodes and to mark the time respectively.

Denote 1, 0 as all one column vectors and zero vectors. For

two vectors x and y, their inner product is denoted by hx; yi.
Denote I as the identity matrix. For a matrix A, A>, �maxðAÞ
and smaxðAÞ represent its transpose matrix, the largest eigen-

value and the largest singular value respectively.
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B. Communication Topology

In this paper, each generator is modeled as an agent that can

communicate with some of others, as shown in Fig. 1. The

communication topology in EDP is constructed as an undi-

rected network G ¼ fV; E;Wg composed of N agents, where

V, E � V � V and W represent the set of agents, the set of

communication links and communication weight matrix.

Wij ¼ Wij > 0 if there exists a communication link between

agents i and j, and otherwise Wij ¼ 0. Denote N i ¼ fj :
Wij > 0; j 2 Eg as the neighbour set of agent i.
Assumption 1: The communication graph G is connected.

Assumption 2: 1) For all i,Wii > 0;
2) For all Wij 6¼ 0, there exists a constant c > 0 such that

Wij > c;
3)W is doubly stochastic, i.e.,W1 ¼ 1, 1>W ¼ 1>.
The Laplace matrix L ¼ I �W is used in the remainder of

this paper. It is easy to get that 1>L ¼ 0 and L>1 ¼ 0.

C. Problem Formulation

Consider a power system including N distributed genera-

tors (nodes), each of which is associated with a capacity limit

and a local private objective function to measure the produc-

tion cost of its power output. The task of EDP is to coordinate

all distributed generators to jointly minimize the total genera-

tion cost within capacity limits while meeting the total power

demand, i.e.,

min
xi

XN
i¼1

FiðxiÞ

subject to
XN
i¼1

xi ¼
XN
i¼1

di ¼ d

xi 2 X i (1)

where xi, X i � Rm and FiðxiÞ : X i ! R are the local deci-

sion vector (power output), constrained set (capacity limit)

and local private cost function of generator i, respectively. For

each agent i, only virtual local demand di is available. The

sum d ¼PN
i¼1 di represents the total demand of the system.

Without loss of generality, we assume, that the variable x
has only one dimension, i.e.,m ¼ 1.
Assumption 3: The constrained set is nonempty and

convex.

Assumption 4: For all i 2 V, the local cost function FiðxiÞ :
X i ! R is differentiable and has a Lipschitz continuous gra-

dient, i.e., there exists a Lipschitz constant l 2 ð0;þ1Þ such
that

krFiðxÞ � rFiðyÞkF � lkx� ykF
for any x; y 2 X i.

Assumption 5: For all i 2 V, the local cost function FiðxiÞ :
X i ! R is differentiable and m-strongly convex, i.e.,

FiðyÞ � FiðxÞ � hrFiðxÞ; y� xi þ m

2
kx� yk2F

for any x; y 2 X i.

Assumption 6: The optimal solution set of (1) is nonempty.

These assumptions are fairly standard and commonly used

in related work, such as [10], [18], [19].

III. ALGORITHM DESIGN

In this section, we first reformulate EDP for the conve-

nience of algorithm design, which is similar to [15]. Then we

propose a time-triggered algorithm and integrate dynamic

event-triggered scheme into it.

A. Problem Reformulation

The Lagrange function of the EDP (1) is

Lðx; �Þ ¼
XN
i¼1

FiðxiÞ þ �

 XN
i¼1

xi �
XN
i¼1

di

!
:

For a convex function f : S ! R, denote its conjugate

function as f?ðyÞ ¼ supx2Sðy>x� fðxÞÞ for y 2 RjSj�1.

Then the dual function of the EDP (1) is

Dð�Þ ¼ min
xi2X i

 XN
i¼1

FiðxiÞ þ �

 XN
i¼1

xi �
XN
i¼1

di

!!

¼� �
XN
i¼1

di �
XN
i¼1

sup
xi2X i

ð�FiðxiÞ � �xiÞ

¼
XN
i¼1

ð��di � F?
i ð��ÞÞ:

DefineHið�Þ ¼ �di þ F?
i ð��Þ andHð�Þ ¼PN

i¼1 Hið�Þ ¼
�Dð�Þ. Then we can get the dual problem of (1) is

min
�2R

Hð�Þ: (2)

According to the definition of the conjugate function, the

gradient ofHið�Þ isrHið�Þ ¼ di � xi.

Fig. 1. EDP in the IEEE 14-bus system [42]. The IEEE 14-bus test case rep-
resents a simple approximation of the American Electric Power system as of
February 1962, which has 14 buses, 5 generators and 11 loads. EDP arises
among the generators to minimize the total cost of electric power generation
while meeting the total generation demand.
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Lemma 1: [43] For a function f : X ! R which is differ-

entiable, m-strongly convex and has a l-Lipschitz continuous

gradient, its conjugate function f? is differentiable, 1l-strongly

convex and has a 1
m
-Lipschitz continuous gradient.

Until now, we have given the dual problem of the EDP,

happened to be a distributed consensus-based optimization

problem. When Assumptions 4 and 5 hold, Lemma 1 gives

that the objective function in (2) has similar properties with

that in (1) with different parameters.

B. Time-Triggered Algorithm

Since we have given the dual problem (2) in the preceding

subsection, here we consider solving a local dual problem fol-

lowed by a subroutine that can distributedly find a consensus

on the dual optimal point. Define xk ¼ ½xk
1; x

k
2; . . . ; x

k
N �> and

d ¼ ½d1; d2; . . . ; dN �>. �������k, zk and gk are defined in a similar

way. Then the primal-dual algorithm is designed as following:

xk ¼ argmin
x2
Q

X i

(XN
i¼1

FiðxiÞ þ �k
i xi

� �)
;

gk ¼� xk þ d;

�������kþ1 ¼�������k � bL�������k � abgk � gbzk;

zkþ1 ¼zk þ bL�������k: (3)

where z0 ¼ 0.
Remark 1: To implement the proposed algorithm, during

time t 2 ½k; kþ 1�, each distributed generator i maintains the

original variable xk
i , dual variable �

k
i and the compensation var-

iable zki , and then transmits dual variable �k
i to its neighbours.

Compared with [24], [25], [26], [34], [35], [36], [37], our algo-

rithm requires half amount of exchanged variables per iteration

while the amount of maintained variables is the same.

C. Distributed Dynamic Event-Trigger Scheme

To further reduce the communication burden, we integrate

event-triggered scheme into our algorithm.

Denote fki;tg as the event-triggered time sequence of node i.
Denote �̂k

i as the information used by the neighbours of node i
at time k. Node i sends its latest estimation �

ki;t
i ¼ �k

i to its

neighbours only at the event-triggered time k ¼ ki;t. Conse-
quently, only at the event-triggered time k ¼ ki;t, neighbours
of agent i can get exact information of �k

i , while during time

k 2 ½ki;t þ 1; ki;tþ1 � 1�, neighbours of node i can only use out-
dated information offered by node i at time ki;t, i.e., �̂

k
i ¼ �

ki;t
i .

Under event-triggered scheme, our algorithm is designed

as

xk ¼ argmin
x2
Q

X i

(XN
i¼1

FiðxiÞ þ �k
i xi

� �)
;

gk ¼� xk þ d;

�������kþ1 ¼�̂
k � bL�̂

k � abgk � gbzk;

zkþ1 ¼zk þ bL�̂
k
: (4)

Remark 2: The event-triggered scheme means that each

node inevitably has to maintain the latest received information

of its neighbours for next iterations. Compared with [34],

[35], [36], [37], as our algorithm requires half the amount of

exchanged variables for updates, the amount of storage for

neighbours’ estimations is also reduced by half.

Remark 3: To guarantee the effectiveness of the algorithm,

the broadcasted estimation �̂k
i , rather than the latest estimation

�k
i is used in the update iteration of �kþ1

i . One benefit is that if

we rearrange the computation order, there is no need to main-

tain �k
i any longer, saving a part of storage further.

As stated in [28], the key task in designing the event-trig-

gered scheme mainly lies in the event-triggered condition.

To provide a better tradeoff between preserving conver-

gence performance and reducing communication consump-

tion, dynamic event-triggered scheme is used in this paper,

even though it may make the convergence analysis more

difficult [28].

For each node i ¼ 1; 2; . . . ; N , denote the error as eki ¼
�̂k
i � �k

i , an auxiliary variable as pki ¼ � 1
2

P
j2N i

Lijk�̂k
j �

�̂k
i k2 � 0 and an internal dynamic variable as xk

i satisfying

xkþ1
i ¼ ð1� tiÞxk

i � diðkeki k2 � hip
kþ1
i Þ;x0

i > 0: (5)

Then, the event-triggered time for node i is designed as

ki;tþ1 ¼ min
k

fuikeki k2 � xk
i ; k > ki;tg: (6)

This means that uikeki k2 < xk
i always holds for all k.

The proposed algorithm with dynamic event-triggered

scheme from the view of node i is summarized in Algorithm

1. Note that for each node i, we leave out the hat and the

superscript of neighbours’ information (representing inaccu-

racy and time respectively) as we only need to save and use

the latest received estimates from each neighbour and there is

no need to number them.

Remark 4: The advantages of dynamic event-triggered

scheme against static event-triggered scheme used in [31],

[32] is clear now. In detail, the researches [31], [32] employ

keki k2 � cwk for some c > 0 and w 2 ð0; 1Þ as a triggered

condition. For any c > 0 and w 2 ð0; 1Þ, we can simply set

x0
i > c and 1� t � di

ui
¼ w and get that the upper bound for

kekþ1
i k2 in the proposed event-triggered condition is always

larger than that of [31], [32], i.e., xkþ1
i > ð1� t � di

ui
Þxk

i þ
dihip

kþ1
i � wxk

i � 	 	 	 > cwkþ1. Hence, the dynamic event-

triggered scheme can provide larger intervals and further

reduce the communication frequency.

IV. MAIN RESULTS

In this section, we first discuss the relationship between the

fixed point of the proposed algorithm and the optimal point of

EDP. Then we give analysis for linear convergence of the pro-

posed algorithm and the effectiveness of dynamic event-trig-

gered scheme.
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A. Optimal Point

In this part, we show that the fixed-point of our algorithm is

just the optimal point of (1). Define x
 and �
 as the optimal

solutions of the primal problemd and the dual problem.

Suppose that the proposed algorithm (3) converges to a

fixed point ðx1; �������1; z1Þ. Then according to the algorithm, it

is clear that the fixed point satisfies that

x1
i ¼ argmin

xi2X i

fFiðxiÞ þ �1
i xig;

L�������1 ¼ 0; agð�������1Þ þ gz1 ¼ 0:

Since 1>L ¼ 0, we have

1>zkþ1 ¼ 1>zk ¼ . . . ¼ 1>z0 ¼ 0 for any k ¼ 0; 1; . . . :

Thus
PN

i¼1 x
1
i �PN

i¼1 di ¼ 1>gð�������1Þ ¼ � g
a
1>z1 ¼ 0.

According to Theorem 6.2.5 in Ref.[44], ðx1; �������1Þ is the sad-
dle point of the Lagrange function Lðx; �Þ and x1 and ������� are

the optimal solutions to the primal and dual problems with no

duality gap, i.e., ðx
; �
Þ ¼ ðx1; �������1Þ.
Denote z
 ¼ z1 and we have agð�������
Þ þ gz
 ¼ 0.

B. Convergence Analysis

Define U ¼ ffiffiffi
g

p
bL1=2. Then we have the following lemma

for the dual problem.

Lemma 2: [19] Under Assumptions 2, 4, 5 and 6, �

1 ¼

�

2 ¼ 	 	 	 ¼ �


N is the optimal solution of the dual problem (2)

if and only if there exists b
 ¼ Ua for some a 2 RN such that

Ub
 þ abgð�������
Þ ¼ 0;

U�������
 ¼ 0:

�

Next we will transform the proposed algorithm for the con-

vergence analysis. After the transformation, it will be clear to

see the similarity of the conditions between Lemma 2 and the

fixed point of the proposed algorithm.

According to the iteration, zk ¼ b
Pk�1

t¼0 L�̂
t
. Thus the pro-

posed algorithm can be written as

�������kþ1 ¼ �̂
k � bL�̂

k � abgk � gb2
Xk�1

t¼0

L�̂
t
; (7)

where

gk ¼� xk þ d;

xk ¼
XN
i¼1

argmin
xi2X i

fFiðxiÞ þ �k
i xig:

Define bk ¼ U
Pk

t¼0 �̂
t
, then zk ¼ 1

gb
Ubk�1 and (7) can be

written as

�������kþ1 ¼ �̂
k � bL�̂

k � abgk � Ubk�1: (8)

Now we have been ready to show the main theorems.

Theorem 1: Suppose that Assumptions 1-6 hold. The

parameters are properly chosen as below: the step size g > 0,
b satisfying

b 2 0;
smaxðLÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
maxðLÞ � 4smaxðLÞg

p
2smaxðLÞg

 !
;

z1 2 ð0; 2lÞ and a satisfying

a 2 0;
z1m

2ð1� bð1� gbÞsmaxðLÞÞ
b

� �
;

and event-triggered parameter ti 2 ð0; 1Þ, di 2 ð0;þ1Þ, hi 2
½0; 1

A5
� k and ui satisfying

0 <
A5ð1� tiÞ

di
� k <

A5

di
; ui > max

(
A4

A5
di
� k

;
di

1� ti

)
;

Algorithm 1: for each node i.

Step 1: Initialization

� Choose arbitrary �0
i as the local estimation of dual variable and

arbitrary x0
i > 0 as internal dynamic variable. Set the correction

item z0i ¼ 0 and z�1
i ¼ 0.

� Set k ¼ 0. Broadcast its own estimation �k
i to neighbours and

save it as �̂i. Let the error e
k
i ¼ �̂i � �k

i ¼ 0.
� Receive and save �j from all neighbours j.
Step 2: Computation and Communication

1: for time k ¼ 0; 1; . . . ;K do

2: Compute along (4) from the view of each node i:

xk
i ¼ argmin

xi2X i

fFiðxiÞ þ �k
i xig;

gki ¼� xki þ di;

�kþ1
i ¼�̂i þ b

X
j2N i

Wijð�j � �̂iÞ � abgki � gbzki ;

zkþ1
i ¼zki � b

X
j2N i

Wijð�j � �̂iÞ:

3: Keep receiving and updating the neighbours’ state as �j ¼ �kþ1
j .

Update the internal dynamic variable of event-triggered scheme

along (5) and check whether the event-triggered condition holds.

That is:

ekþ1
i ¼�̂i � �������kþ1

i ;

pkþ1
i ¼� 1

2

X
j2N i

Lijk�̂j � �̂ik2;

xkþ1
i ¼ð1� tiÞxk

i � diðkeki k2 � hip
kþ1
i Þ:

if uikekþ1
i k2 � xkþ1

i then

Broadcast �kþ1
i to neighbours.

Update �̂i ¼ �kþ1
i and ekþ1

i ¼ 0.
end if

4: end for

Step 3: Output of the local estimation

� Compute

xKþ1
i ¼ argmin

xi2X i

fFiðxiÞ þ �Kþ1
i xig:

� xKþ1
i is the local estimation of the optimal point of the problem

(1) afterK steps.
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where A4 and A5 are defined as

A4 ¼ z2 þ z8g
2b4smaxðLÞ

� �1

gb2�minðLÞ
þ 1

z2

� �
z4

z4 � 1
þ 1

z3

� �
;

and

A5 ¼ z8smaxðI � bð1� gbÞLÞ
z8 � 1

�1

gb2�minðLÞ
þ 1

z2

� �
z4

z4 � 1
þ 1

z3

� �

for some z2, z3 in ð0;þ1Þ and z4, z8 in ð1;þ1Þ. Then there

exists �1 > 0, �2 > 0 such that the sequence fxk; �������kg gener-

ated by Algorithm 1 satisfies

k�������k � �������
k2 � 1

ð1þminf�1; �2gÞ
� �k

C;

kxk � x
k2 � 1

ð1þminf�1; �2gÞ
� �k C

m2
;

where the constant C ¼ s�1
minðI � bð1� gbÞLÞM0.

In detail,

0 < �1 < minf�11; �12g

and

0 < �2 � 1

k
�A4

ui
þ A5

di
� k

� �
;

where z5 2 ð1;þ1Þ,

�11 ¼
gb2�minðLÞðz5 � 1Þ ð1� ab

z1m
2Þ � bð1� gbÞsmaxðLÞ

� 	
z4z5�1

ffiffiffiffiffiffiffiffi
sb;g

p þ ab
m

� 	2 ;

�12 ¼
abð2l � z1Þ þ 2bð1� 2gbÞsmaxðLÞ

sb;g þ ð z4z5b
2

gb2�minðLÞÞ ð1� 2gbÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðLÞ

p þ a
m

� 	2 ;
and sb;g ¼ smaxðI � bð1� gbÞLÞ.
Proof: See Appendix A. &

Remark 5: With the most similar structure for distributed

consensus optimization problem, [40] provides a matrix con-

dition for the linear convergence rate property, which may not

have any feasible step size. Note that here in Theorem 1,

explicit ranges for parameters of the proposed dynamic event-

triggered algorithm are given to guarantee the linear conver-

gence rate.

Remark 6: The parameters a, b and g adjust the weight of

the local gradient, other nodes’ estimations and the correction

item respectively. It is shown that the convergence rate has a

complex relation with the parameters and no qualitative rela-

tionship can be given from the view of theoretical analysis.

For the event-triggered algorithm, the parameters regarding

the event-triggered scheme also influence the convergence

rate. In detail, bigger ti, ui and smaller di tend to indicate

higher convergence rate and more frequent triggering.

Theorem 2: Suppose that Assumptions 1-6 hold. The

sequence fxk; �������kg generated by the proposed (time-triggered)

distributed algorithm (3) satisfies

k�������k � �������
k2 �ð1þ �1Þ�kC;

kxk � x
k2 �ð1þ �1Þ�k C

m2
;

where �1 > 0 and the constant C ¼ s�1
minðI � bð1�

gbÞLÞM0. The parameters are properly chosen as below: the

step size g > 0, b satisfying

b 2 0;
smaxðLÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
maxðLÞ � 4smaxðLÞg

p
2smaxðLÞg

 !
;

z1 2 ð0; 2lÞ and a satisfying

a 2 0;
z1m

2ð1� bð1� gbÞsmaxðLÞÞ
b

� �
:

Proof: The proof is omitted due to its similarity to the proof

for Theorem 1. &

C. Effectiveness of Event-Triggered Scheme

Theorem 3: In the same setting of Theorem 1, the event-

triggered scheme always works when the parameter ti is cho-

sen as ti < �1
1þ�1

.

Proof: See Appendix B. &

Remark 7: A successful integration of event-triggered

scheme can reach a balance between the reduction of event-

triggered time and the influence on convergence rate. As to

the convergence rate, Theorem 1 shows that the integration of

the dynamic event-triggered scheme does not influence the

convergence rate greatly even if we cannot draw an exact con-

clusion on the decaying rate of the event-triggered bound xxxxxxx.

As to the triggered time, an undesirable case is that the event-

triggered bound decays faster. For example, if we integrate a

trigger scheme with linearly decaying bound into a sublinearly

convergent algorithm, the triggered condition will always be

satisfied after some time, which means the event-triggered

scheme does not work anymore. Theorem 3 shows that a prop-

erly chosen parameter will promise the effectiveness of the

proposed event-triggered scheme in the long run.

V. SIMULATION

In this section, we illustrate theoretical results via numerical

examples and demonstrate comparisons with algorithms in

recent work [15], [29], [30], [31], [32].

We choose the case adopted in [31] and [32] where the eco-

nomic dispatch problem in the IEEE 14 bus system with five

generators is considered as described in Fig 1. The cost func-

tion of each generator is provided as

FiðxiÞ ¼ aix
2
i þ bixi; x

min
i � xi � xmax

i :

Note that the capacity constraints are not tight at the optimal

point in the case in [31], causing the problem degenerating into
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an unconstrained problem at the neighbourhood of the optimal

point. To demonstrate the main results, we employ the genera-

tor parameters and power demand
PN

i¼1 di ¼ 380MW adopted

in [32], which are summarized in Table I.

A. Performance From the View of Figures

As shown in Fig 2, the proposed algorithm can find the opti-

mal point while the event-triggered scheme works and the

nodes communicate intermittently. To vividly show the con-

vergence rate and the performance of event-triggered scheme,

comparisons are carried out. In the comparisons, the algo-

rithms in [15], [29], [30] are slightly adjusted to solve the case

of EDP with event-triggered scheme. For example, the static

event-triggered scheme used in [31] is integrated into the algo-

rithm in [15]. It is easy to get that the adjustments will not

change the property of convergence and convergence rate of

the original algorithm. In order to enable algorithms to realize

their full potential, step sizes are carefully selected based on

the recommended choice in [15], [29], [30], [31], [32].

Two representative generators are selected in Fig. 3. Since

the optimal point of generator 2 is at the constraint boundary,

the exact solution is found after some step k for all algorithms,

which is exhibited as a line with an ending. On the contrary,

the constraints of generator 5 are not tight at the optimal point.

Thus as shown in Fig. 3(b), the generator 5 constantly seeks

for the optimal point. It is shown that algorithms in this

paper, [31] and [32] all converge linearly to the optimal point,

while the algorithms in [15], [29], [30] do not. It is verified

that ET-DAPDA in [32], as an accelerate version of ET-

DPDA in [31], is faster than ET-DPDA, while our algorithm

is fastest in this case.

Slight wave exists in the proposed Algorithm 1 and [32] in

Fig. 3 as a result of the event-triggered shceme. It has been

shown in various work, such as [20], [44], that with inexact

information, algorithms can only reach an neighbourhood of

the exact solution. As a important feature of the event-trig-

gered scheme, algorithms always use outdated information as

approximation of neighbours’ states. When the event-trig-

gered condition is satisfied, the neighbours receive new infor-

mation as stimulations and reach a higher accuracy. Thus a

well designed event-triggered condition will be satisfied when

necessary and help the algorithm constantly seek for the exact

solution. It is shown in Section IV and verified in Fig. 3 that

linear convergence rate maintains when the dynamic event-

triggered scheme is integrated into the proposed algorithm.

The fact in the proof of Theorem 1 is also verified in Fig. 3

that the error is bounded by a linearly decreased bound.

B. Performance From the View of Data

Two indices are considered in the simulation to measure the

effect on reducing communication burden. One commonly

used index is the trigger frequency. When the error between

the estimation xk
i and the optimal solution x


i reaches the accu-

racy e�2 for all generators, the average communication rate of

the proposed algorithm is 77/745 = 10.34%, while that of [15]

[30] [31] and [32] are 5720/17445 = 32.79%, 4792/8675 =

55.24%, 701/4245 = 16.51% and 470/2885 = 16.29%

TABLE I
GENERATOR PARAMETERS IN IEEE 14 BUS SYSTEM

Fig. 2. Performance of Algorithm 1. (a) The evolution of generators’ estima-
tions on dual variable �; (b) the evolution of generators’ output fxig; (c) the
triggered time of the proposed dynamic event-triggered algorithm.

Fig. 3. The comparison of relative errors across different algorithms. (a) The
evolution of error for the second generator (bus 2); (b) the evolution of error
for the fifth generator (bus 8).
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respectively. The average communication rate of the algo-

rithm in [29] is absent here since the algorithm fails to reach

the accuracy e�2 within ten million iterations.

As the event-triggered scheme extends the communication

intervals, it leads to more iteration steps and may slow down

the convergence rate. Thus to measure the effect on reducing

the communication, the relation between the number of trigger

and the achieved accuracy is also considered as an index and

shown in Table II and Table III. By comparing the results of

time-triggered algorithm (3) and event-triggered Algorithm 1,

it is clear that the integration of dynamic event-triggered

scheme in the proposed algorithm does reduce communication

burden in this case. In Table II we can see that the proposed

algorithm uses fewer steps than [15], [29], [30], [31], [32] to

meet four different accuracy requirements. In Table III we can

see that the proposed algorithm can achieve higher accuracy

than [15], [29], [30], [31], [32] with four different trigger num-

bers. These all show the advantage of the proposed dynamic

event-triggered algorithm. Furthermore, if we compare the

algorithms by the amount of variable transmitted, the pro-

posed algorithm enjoys even smaller one than [31] and ET-

DAPDA [32].

VI. CONCLUSION

This paper concentrates on dealing with economic dispatch

problem distributedly and reducing communication burden

without increasing computation complexity. Three aspects are

considered and implemented, that includes the iteration num-

ber under certain accuracy requirement, the broadcast fre-

quency per iteration, and the amount of information

exchanged per broadcast. Based on the primal-dual method,

this paper proposes a linearly convergent algorithm which

only needs half amount of transmitted variables compared

with existing algorithms. Furthermore, dynamic event-trig-

gered scheme is integrated while the linear convergence rate

is retained. The effectiveness and advantage of the proposed

algorithm are shown by numerical simulations.

APPENDIX A

PROOF OF THEOREM 1

First we need to prove the following Lemma.

Lemma 3: For the sequence f�������k;bk; xk; ekg, the following

equation always holds:

bð1� 2gbÞLð�̂kþ1 � �������
Þ þ ðI � bð1� gbÞLÞð�̂kþ1 � �̂
kÞ

¼ � abðgk � g
Þ � Uðbkþ1 � b
Þ þ ekþ1:

Proof: According to the definition, we have U>U ¼ gb2 L

and bkþ1 � bk ¼ U�̂
kþ1

. Thus the iteration (8) can be written

as

�������kþ1 ¼�̂
k � bL�̂

k � abgk � Ubk�1

¼�̂
k � bL�̂

k � abgk � Ubkþ1 þ gb2 Lð�̂k þ �̂
kþ1Þ:

Thus,

bð1� 2gbÞL�̂kþ1 þ ðI � bLþ gb2 LÞð�̂kþ1 � �̂
kÞ

¼ � abgk � Ubkþ1 þ ekþ1:

By noting that Ub
 þ abgð�������
Þ ¼ 0, we come to the conclu-

sion that

bð1� 2gbÞLð�̂kþ1 � �������
Þ þ ðI � bð1� gbÞLÞð�̂kþ1 � �̂
kÞ

¼ � abðgk � g
Þ � Uðbkþ1 � b
Þ þ ekþ1:

&

Now we are ready to prove Theorem 1:

Proof: According to the definition of xk
i and the event-trig-

gered condition, we have

xkþ1
i > ð1� t � di

ui
Þxk

i þ dihip
kþ1
i :

As pki and x0
i are nonnegative and positive respectively, xk

i >
0 will always hold by setting 1� t � di

ui
� 0.

Define

V k ¼ kqk � q
k2G;
where

qk ¼ bk

�������k

� �
and G ¼ I 0

0 I � bð1� gbÞL
� �

:

Thus V k ¼ k�������k � �������
k2I�bð1�gbÞL þ kbk � b
k2.

TABLE II
NUMBER OF TRIGGER OF ALL NODES

TABLE III
ACHIEVED ACCURACY OF ALL NODES (maxiflog 10jxki �X


i jg)
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Next we focus on

V k � V kþ1 ¼kqk � q
k2G � kqkþ1 � q
k2G:
As the equation

2hqkþ1 � qk; Gðq
 � qkþ1Þi
¼ � kqkþ1 � q
k2G þ kqk � q
k2G � kqkþ1 � qkk2G

always holds, it results into that

V k � V kþ1

¼2hqkþ1 � qk; Gðq
 � qkþ1Þi þ kqkþ1 � qkk2G
¼kqkþ1 � qkk2G þ 2hbkþ1 � bk;b
 � bkþ1i
þ 2h�������kþ1 � �������k; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi:

Recalling the definition of bk and U�������
 ¼ 0, it is easy to get

bkþ1 � bk ¼ U�̂
kþ1

and obtain

V k � V kþ1

¼kqkþ1 � qkk2G þ 2h�̂kþ1 � �������
; Uðb
 � bkþ1Þi
þ 2h�������kþ1 � �������k; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi:

One can further utilize the definition ek ¼ �̂
k � �������k to derive

the following equations:

V k � V kþ1

¼kqkþ1 � qkk2G þ 2h�������kþ1 � �������
; Uðb
 � bkþ1Þi
þ 2hekþ1; Uðb
 � bkþ1Þi
þ 2h�̂kþ1 � �̂

k
; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi

þ 2h�ekþ1 þ ek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
¼kqkþ1 � qkk2G þ 2hekþ1; Uðb
 � bkþ1Þi
þ 2h�ekþ1 þ ek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ 2h�������kþ1 � �������
;�Uðbkþ1 � b
Þi
þ 2h�������kþ1 � �������
;�ðI � bð1� gbÞLÞð�̂kþ1 � �̂

kÞi:
Then applying Lemma 3 gives

V k � V kþ1

¼kqkþ1 � qkk2G þ 2hekþ1; Uðb
 � bkþ1Þi
þ 2h�ekþ1 þ ek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ 2h�������kþ1 � �������
;bð1� 2gbÞLð�������kþ1 � �������
Þi
þ 2h�������kþ1 � �������
;bð1� 2gbÞLekþ1i
þ 2h�������kþ1 � �������
;abðgk � g
Þ � ekþ1i

¼kqkþ1 � qkk2G þ 2h�������kþ1 � �������
;abðgk � g
Þi
þ 2hekþ1; Uðb
 � bkþ1Þ þ gb2Lð�������
 � �������kþ1Þi
þ 2hek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ 2h�������kþ1 � �������
;bð1� 2gbÞLð�������kþ1 � �������
Þi;

where the last equation reorganizes the item related to errors

ek and ekþ1.

By spliting gk � g
 into gk � gkþ1 þ gkþ1 � g
, we have

V k � V kþ1

¼kqkþ1 � qkk2G
þ 2hekþ1; Uðb
 � bkþ1Þ þ gb2Lð�������
 � �������kþ1Þi
þ 2hek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ 2h�������kþ1 � �������
;bð1� 2gbÞLð�������kþ1 � �������
Þi
þ 2h�������kþ1 � �������
;abðgk � gkþ1Þi
þ 2h�������kþ1 � �������
;abðgkþ1 � g
Þi:

Under Assumptions 4 and 5, applying Lemma 1 gives that

kgiðxÞ � giðyÞkF � 1

m
kx� ykF ;

hgiðxiÞ � gjðxjÞ; xi � xji � 1

l
kxi � xjk2

holds for any x; y 2 R. Thus

2h�������kþ1 � �������
;abðgkþ1 � g
Þi � 2ab

l
k�������kþ1 � �������
k2:

As to 2h�������kþ1 � �������
;abðgk � gkþ1Þi, we have
2h�������kþ1 � �������
;abðgk � gkþ1Þi

� � abz1k�������kþ1 � �������
k2 � ab

z1
kgk � gkþ1k2

�� abz1k�������kþ1 � �������
k2 � ab

z1m
2
k�������k � �������kþ1k2:

It follows that

V k � V kþ1

�kqkþ1 � qkk2G
þ 2hekþ1; Uðb
 � bkþ1Þ þ gb2Lð�������
 � �������kþ1Þi
þ 2hek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ 2h�������kþ1 � �������
;bð1� 2gbÞLð�������kþ1 � �������
Þi
� abz1k�������kþ1 � �������
k2 � ab

z1m
2
k�������k � �������kþ1k2

þ 2ab

l
k�������kþ1 � �������
k2

and that

V k � V kþ1

�kqkþ1 � qkk2G
þ 2hekþ1; Uðb
 � bkþ1Þ þ gb2Lð�������
 � �������kþ1Þi
þ 2hek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ k�������kþ1 � �������
k2

abð2l�z1ÞIþ2bð1�2gbÞL

� ab

z1m
2
k�������k � �������kþ1k2:
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Recalling the definition of qk and G, it is easy to get that

V k � V kþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2ð1� ab

z1m
2ÞI�bð1�gbÞL

þ 2hekþ1; Uðb
 � bkþ1Þ þ gb2Lð�������
 � �������kþ1Þi
þ 2hek; ðI � bð1� gbÞLÞð�������
 � �������kþ1Þi
þ k�������kþ1 � �������
k2

abð2l�z1ÞIþ2bð1�2gbÞL:

Reorganizing the items and applying 2ha; bi � �zkak2 �
1
z
kbk2 gives

V k � V kþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2ð1� ab

z1m
2ÞI�bð1�gbÞL

þ k�������kþ1 � �������
k2ðabð2
l
�z1Þ�z3ÞIþ2bð1�2gbÞL

� z2kekþ1k2 � 1

z2
kUðb
 � bkþ1Þk2

� 1

z3
kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2:

As we want to get a relation between V k � V kþ1 and V kþ1,

next we consider the term V k � ð1þ �1ÞV kþ1 where �1 > 0.
It follows directly from the previous inequality that

V k � ð1þ �1ÞV kþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2ð1� ab

z1m
2ÞI�bð1�gbÞL

þ k�������kþ1 � �������
k2ðabð2
l
�z1Þ�z3ÞIþ2bð1�2gbÞL��1ðI�bð1�gbÞLÞ

� �1kbkþ1 � b
k2 � 1

z2
kUðb
 � bkþ1Þk2 � z2kekþ1k2

� 1

z3
kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2:

To give a upper bound on kUðbkþ1 � b
Þk2 and kbkþ1 �
b
k2, we apply Lemma 3 again,

kUðbkþ1 � b
Þk2
¼kbð1� 2gbÞLð�������kþ1 � �������
Þ þ abðgkþ1 � g
Þ
þ ðI � bð1� gbÞLÞð�������kþ1 � �������kÞ � gb2 Lekþ1

þ abðgk � gk�1Þ � ðI � bð1� gbÞLÞekk2:
Apply the following inequality repeatedly

kaþ bk2 � zkak2 þ z

z � 1
kbk2, for any z > 1;

then it yields that

kUðbkþ1 � b
Þk2

� z4
z4 � 1

kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2

þ z4z5z6b
2ð1� 2gbÞ2kLð�������kþ1 � �������
Þk2

þ z4z5z6a
2b2

z6 � 1
kgkþ1 � g
k2

þ z4z5z7a
2b2

ðz5 � 1Þðz7 � 1Þ kg
k � gkþ1k2

þ z4z5z7
z5 � 1

kðI � bð1� gbÞLÞð�������kþ1 � �������kÞk2Þ;

where z4 > 1, z5 > 1, z6 > 1, z7 > 1. Then apply Lemma

1 under Assumptions 4 and 5 and choose z6 ¼ 1þ
a

mð1�2gbÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðLÞ

p and z7 ¼ 1þ ab

m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðI�bð1�gbÞLÞ

p , we can

obtain that

kUðbkþ1 � b
Þk2

� z4
z4 � 1

kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2

þ z4z5b
2 ð1� 2gbÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðLÞ

p
þ a

m

� �2

k�������kþ1 � �������
k2

þ z4z5
z5 � 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðI � bð1� gbÞLÞ

p
þ ab

m

� �2

k�������kþ1 � �������kk2:

Now kUðbkþ1 � b
Þk2 is proved to be bounded. To derive an

upper bound on kbkþ1 � b
k2, recall the definition bk ¼
U
Pk

t¼0 �̂
t
and U>U ¼ gb2 L, then we have

kbkþ1 � b
k2 � 1

gb2�minðLÞ
kUðbkþ1 � b
Þk2:

With the given upper bounds on kUðbkþ1 � b
Þk2 and

kbkþ1 � b
k2 we have

V k � ð1þ �1ÞV kþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2ð1� ab

z1m
2ÞI�bð1�gbÞL

þ k�������kþ1 � �������
k2ðabð2
l
�z1Þ�z3ÞIþ2bð1�2gbÞL��1ðI�bð1�gbÞLÞ

� 1

z3
kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2 � z2kekþ1k2

�
�

�1

gb2�minðLÞ
þ 1

z2

�
kUðb
 � bkþ1Þk2

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

� A3kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2 � z2kekþ1k2

where

A1 ¼ ð1� ab

z1m
2
ÞI � bð1� gbÞL

�
�

�1

gb2�minðLÞ
þ 1

z2

�
z4z5
z5 � 1



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðI � bð1� gbÞLÞ

p
þ ab

m

� �2

;

(9)

A2 ¼ ðabð2l � z1Þ � z3ÞI þ 2bð1� 2gbÞL

��1ðI � bð1� gbÞLÞ �
�

�1
gb2�minðLÞ þ

1
z2

�


z4z5b2 ð1� 2gbÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðLÞ

p þ a
m

� 	2
;

(10)

A3 ¼ �1
gb2�minðLÞ þ

1
z2

� 	
z4

z4�1 þ 1
z3
: (11)
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Applying the inequality

kaþ bk2 � zkak2 þ z

z � 1
kbk2, for any z > 1;

again for kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2 gives

kgb2 Lekþ1 þ ðI � bð1� gbÞLÞekk2

�z8g
2b4smaxðLÞkekþ1k2 þ z8smaxðI � bð1� gbÞLÞ

z8 � 1
kekk2:

Hence,

V k � ð1þ �1ÞV kþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

�A4kekþ1k2 �A5kekk2;

where

A4 ¼ z2 þ z8g
2b4smaxðLÞA3; (12)

A5 ¼ z8smaxðI�bð1�gbÞLÞ
z8�1 A3: (13)

Define xk ¼Pi x
k
i andM

K ¼ V k þ kxk, then

Mk � ð1þminf�1; �2gÞMkþ1

�V k � ð1þ �1ÞV kþ1 þ kxk � ð1þ �2Þkxkþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

�A4kekþ1k2 �A5kekk2 þ kxk � ð1þ �2Þkxkþ1

Recall that the iteration of the internal dynamic variable xk
i

is designed as

xkþ1
i ¼ ð1� tiÞxk

i � diðkeki k2 � hip
kþ1
i Þ;x0

i > 0:

and the event-triggered time for node i is designed as:

ki;tþ1 ¼ min
k

fuikeki k2 � xk
i ; k > ki;tg:

It results that

Mk � ð1þminf�1; �2gÞMkþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

�A4

X
i

1

ui
xkþ1
i � A5

X
i

ðkeki k2 � hip
kþ1
i Þ

�A5

X
i

hip
kþ1
i þ kxk � ð1þ �2Þkxkþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

�A4

X
i

1

ui
xkþ1
i þ A5

X
i

1

di
ðxkþ1

i � ð1� tiÞxk
i Þ

�A5

X
i

hip
kþ1
i þ kxk � ð1þ �2Þkxkþ1:

Reorganizing the items gives

Mk � ð1þminf�1; �2gÞMkþ1

�kbkþ1 � bkk2 þ k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

þ
X
i

�A4

ui
þA5

di
� ð1þ �2Þk

� �
xkþ1
i

þ
X
i

k� A5ð1� tiÞ
di

� �
xk
i � A5

X
i

hip
kþ1
i :

It follows from the definition of pki that

XN
i¼1

pki ¼
XN
i¼1

� 1

2

XN
j¼1

Lijk�̂k
j � �̂k

i k2 ¼
XN
i¼1

XN
j¼1

�̂k
i Lij�̂

k
j

¼�̂
k>
L�̂

k ¼ kU�̂
kk2 ¼ kbk � bk�1k2:

Thus we have

Mk � ð1þminf�1; �2gÞMkþ1

�k�������k � �������kþ1k2A1
þ k�������kþ1 � �������
k2A2

þ
X
i

�A4

ui
þ A5

di
� ð1þ �2Þk

� �
xkþ1
i

þ
X
i

k� A5ð1� tiÞ
di

� �
xk
i þ

X
i

ð1� A5hiÞpkþ1
i :

If we can show that there exists �1 > 0 and �2 > 0 so that the
following inequality holds:

Mk � ð1þminf�1; �2gÞMkþ1 � 0;

then we have that Mk converges to 0 at the linear rate Oðð1þ
minf�1; �2gÞ�kÞ, that is

Mkþ1 � 1

1þminf�1; �2gM
k � ð1þminf�1; �2gÞ�ðkþ1ÞM0:

As x > 0 and k > 0, we come to the conclusion that

k�������k � �������
k2 �sminðI � bð1� gbÞLÞ�1V k

�sminðI � bð1� gbÞLÞ�1Mk

�ð1þminf�1; �2gÞ�ks�1
minðI � bð1� gbÞLÞM0:

Recall that by applying Lemma 1, the function Hið�Þ of the
dual problem (2) has 1

m
-Lipschitz continuous gradient under the

Assumptions 4 and 5. Define rH ¼ ½rH1;rH2; . . . ;rHN �.
Recall that the gradient ofH isrHið�Þ ¼ di � xi. Thus,

kxk � x
k2

¼krHð�kÞ � rHð�
Þk2 � 1

m2
k�������k � �������
k

� 1

m2
ð1þminf�1; �2gÞ�ks�1

minðI � bð1� gbÞLÞM0;

which means that the proposed algorithm is guaranteed to find

the global optimal point at a linear rateOðð1þminf�1; �2gÞ�kÞ
for all agents.
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Next we concentrate on the existence of �1 > 0 and �2 > 0
so that

Mk � ð1þminf�1; �2gÞMkþ1 � 0:

It needs A1 and A2 to be positive and

�A4

ui
þ A5

di
� ð1þ �2Þk � 0; (14)

k� A5ð1� tiÞ
di

� 0; (15)

1�A5hi � 0: (16)

Recall that L ¼ I �W is positive semidefinite and that 1�
t � di

ui
has to be nonnegative. The aforementioned conditions

are discussed in detail as below:

1) A1 � 0

A1 ¼ð1� ab

z1m
2
ÞI � bð1� gbÞL

� z4z5
z2ðz5 � 1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðI � bð1� gbÞLÞ

p
þ ab

m

� �2

I

� z4z5�1

gb2�minðLÞðz5 � 1Þ



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðI � bð1� gbÞLÞ

p
þ ab

m

� �2

I:

To set A1 as a positive matrix we can choose a and b so that

1� ab

z1m
2
� bð1� gbÞsmaxðLÞ > 0;

and set sufficiently large z2 > 0 and sufficiently small

�1 > 0.
2) A2 � 0

A2

¼abð2
l
� z1ÞI þ 2bð1� 2gbÞL� �1ðI � bð1� gbÞLÞ � z3I

�
�

�1

gb2�minðLÞ
þ 1

z2

�
z4z5b

2 ð1� 2gbÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðLÞ

p
þ a

m

� �2

:

To set A2 as a positive matrix we can set z1 2 ð0; 2lÞ and

choose a and b so that

abð2
l
� z1ÞI þ 2bð1� 2gbÞL � 0;

bð1� 2gbÞ > 0;

1� bð1� gbÞsmaxðLÞ � 0;

and set sufficiently large z2 > 0 and sufficiently small z3 >
0, �1 > 0.

3) To make (14) (15) and (16) hold, we can choose arbitrary

di > 0, ti 2 ð0; 1Þ, k satisfying

0 <
A5ð1� tiÞ

di
� k <

A5

di
;

sufficiently large ui satisfying

ui >
A4

A5
di
� k

;

sufficiently small �2 satisfying

�2 � 1

k
�A4

ui
þ A5

di
� k

� �
;

and sufficiently small hi satisfying

hi �
1

A5
:

In conclusion, when we set z1 2 ð0; 2lÞ and choose arbitrary

g > 0, b satisfying

b 2 0;
smaxðLÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
maxðLÞ � 4smaxðLÞg

p
2smaxðLÞg

 !
;

a satisfying

a 2 0;
z1m

2ð1� 2bð1� gbÞsmaxðLÞÞ
b

� �
;

and other parameters chosen as stated before, we can get some

�1 > 0 and �2 > 0 so that

Mk � ð1þminf�1; �2gÞMkþ1 � 0:

Then the conclusion of linear convergence follows.

Finally we show the relationship between the convergence

rate and the chosen stepsizes. As it needs A1 � 0, A2 � 0 and

(14) holds, we have

0 < �1 < minf�11; �12g
and

0 < �2 � 1

k
�A4

ui
þ A5

di
� k

� �
:

where

�11 ¼
gb2�minðLÞðz5 � 1Þ ð1� ab

z1m
2Þ � bð1� gbÞsmaxðLÞ

� 	
z4z5�1

ffiffiffiffiffiffiffiffi
sb;g

p þ ab
m

� 	2 ;

�12 ¼
abð2l � z1Þ þ 2bð1� 2gbÞsmaxðLÞ

sb;g þ ð z4z5b
2

gb2�minðLÞÞ ð1� 2gbÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
smaxðLÞ

p þ a
m

� 	2 ;
and sb;g ¼ smaxðI � bð1� gbÞLÞ.

The convergence rate ð 1
1þminf�1;�2gÞ

k
have a complex relation

with the chosen parameters including the stepsizes a, b, g and

the event-triggered parameters di, ti, k, ui and hi. &

APPENDIX B

PROOF OF THEOREM 3

Suppose that after time k ¼ T , the event-triggered condi-

tions always hold for all nodes, which means that after time
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k ¼ T the event-triggered scheme does not work any more. As

the iteration without event-triggered scheme in (3) can be seen

as a particular situation of (1), we can similarly prove that for

all k � T

V k � ð1þ �1ÞV kþ1 � 0;

when a and b are properly chosen as stated in Theorem 1. Fur-

thermore, the following inequalities always hold for k � T :

k�kþ1
i � �k

i k2 �2ðk�kþ1
i � �


i k2 þ k�k
i � �


i k2Þ

�2 V kþ1 þ 2 V k � 2ð2þ �1Þ
1þ �1

V k

� 2ð2þ �1Þ
ð1þ �1Þk�Tþ1

V T :

Recall that the internal dynamic variable xi iterates as

xkþ1
i ¼ ð1� tiÞxk

i þ dihip
kþ1
i ;

for k � T . Thus if we set ti satisfying

1� ti >
1

1þ �1
;

there must exist a time k ¼ T1 > T so that

k�kþ1
i � �k

i k2 �
2ð2þ �1Þ

ð1þ �1ÞT1�Tþ1
V T � ð1� tiÞT1�TxT

i < x
T1
i ;

which means that there is a contradiction as the event-trig-

gered condition does not hold for node i at time k ¼ T1 > T .
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