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Abstract The formation of spiral waves in excitable
media is a fascinating example of the beauty of nonlin-
ear dynamics in spatiotemporal systems. Apart from the
beauty of the patterns, the subject also has many prac-
tical application. For example, the emergence of spiral
waves in cardiac tissue can lead to arrhythmias. Corti-
cal spiral waves are also involved in epileptic seizures.
Motivated by this, we here study the effects of magnetic
induction on the formation of spiral waves in excitable
media. An external sinusoidal magnetic induction with
different amplitudes and angular frequencies is applied
in order to study whether spiral waves could be elimi-
nated. We use a network of coupled neurons as a model
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for the excitable medium. The four-variable magnetic
Hindmarsh—Rose model is used for the local dynam-
ics of each isolated neuron. The distribution of the cell
membrane potential over time, affected by magnetic
induction, is determined and the results are depicted
as snapshots of the 2D network. Our research reveals
that the continuance of rotating spiral seeds is impaired
by high-amplitude magnetic induction. Moreover, we
show that low-frequency induction is not capable of
breaking the reorganizing rhythm of the spiral seeds,
while much higher frequencies can be too fast to over-
come this special rhythm.

Keywords Spiral wave - Spatiotemporal pattern -
Magnetic flux - Neuronal network - Magnetic
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1 Introduction

Neuronal system is a complex system that exhibits col-
lective behaviors. Collective behavior is one of the most
dominant characteristics of complex systems and can-
not simply be inferred from the properties of the indi-
vidual components [1-3]. More detailed definitions of
the complexity and the complex systems can be found
in Ref. [4]. Neuronal network, an assembly of a large
number of neurons interacting with each other [5,6],
is capable of representing complex demonstrations [7].
These complexities can be in the form of synchronized
or asynchronized behaviors, which are the important
properties of the dynamical networks [8]. They are also
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useful to understand some other behaviors of such sys-
tems including the self-organized behaviors [9]. Actu-
ally, studying neuronal network helps us understand
some possible collective behaviors and some mecha-
nisms of biological systems [10], and then it enables us
explain some biological experiments [11]. Generally,
network science has brought a valuable point of view
for investigation of the functional and structural proper-
ties of different physical, chemical, technological and
biological systems [12]. As a fact, understanding the
dynamics of the biological systems in health or dis-
ease condition has proved to be a challenging problem
from different aspects of their anatomical, physiologi-
cal and physical properties. It is important to improve
the treatments and therapeutic methods based on the
theoretical studies and clinical experiments. Therefore,
many experts and researchers have focused on this issue
to obtain beneficial perception of the laws that govern
these systems. In this regard, mathematical modeling
has proved to be useful to get closer to the basics of the
dynamics of such systems [12].

Fundamentally, the mechanism of wave propaga-
tion as a spatiotemporal behavior is the most efficient
tool to characterize the neuronal network. It is con-
firmed that formation of spatiotemporal pattern is a phe-
nomenon that exists in the systems with locally active
elements [13]. In addition, pattern formation is one of
the main problems in different fields of science, spe-
cially in complex nonlinear systems [14]. There can
be found more conceptual definitions and useful guid-
ance for pattern formation and pattern selection and
their application in collective response of neuronal net-
works in Ref. [15]. Having a close relationship with
the dynamics of an excitable system, spatiotemporal
patterns have attracted much attention. For instance,
Mvogo et al. [16] addressed the nonlinear patterns in
an excitable media with the consideration of magnetic
flux effects. Takembo et al. [17] analyzed the onset of
modulated waves in a model of myocardial cell excita-
tions. In some cases, the propagating wave takes place
in a specific pattern, which may be known for its special
properties.

Spiral wave is a unique self-organized and self-
sustained pattern. The dynamics of the spiral wave is
basically determined by its center (seed). As soon as a
spiral seed emerges in the tissue, the spiral wave starts
to travel along expanding circular paths with some
particular properties and capabilities. The first simu-
lation of the spiral wave was introduced in 1972 for a

@ Springer

reduced system of Hodgkin—Huxley (HH) model [13].
Spiral waves are also investigated by a number of dis-
crete or continuous form of mathematical models [19].
Zhang et al. [20] investigated the spiral tip trajectory in
the cardiac tissue model. Banerjee et al. [21] discussed
the circumstances in which the spiral waves emerge
in a prey—predator model. Woo et al. [22] employed
the sine-circle map for their numerical analysis of cou-
pled nonlinear oscillators forming a two-dimensional
network. Hu et al. [23] studied the multi-armed spiral
waves in a regular network of HH neurons. Li et al. [24]
obtained spiral pattern from the collective behaviors of
anetwork of improved Chua oscillators. Perc discussed
the effect of small-world connectivity on the spatial pat-
terns including spiral patterns in a neural media [25].
Panfilov et al. [26] studied the elimination of spiral
wave in cardiac tissue using multiple electrical shocks.

Considering the biological applications, spiral pat-
tern relies on recurrent excitations or reentrant waves
in an excitable media [27-29] (e.g., cardiac media or
brain tissue). The statistics show that reentry is known
as the most prominent type of abnormal heart rhythms
[30]. It is believed that one of the mechanisms that
give rise to the heart arrhythmias is two-dimensional
spiral waves or three-dimensional spiral (scroll) waves
[28,29]. In fact, emergence of the spiral waves makes
the heart constrict more frequently. As a spiral seed
breaks up into multiple seeds, the constriction of the
heart muscle fibers becomes spontaneously asynchro-
nized and rapid. This state is known as fibrillation [31],
which prevents the heart from pumping the oxygenated
blood to the body. This is the leading reason of moral-
ity, resulting in a large number of deaths each year
[30]. Some theoretical studies or experimental strate-
gies like pacing or electrical shocks are used to control
these arrhythmias.

Furthermore, reported observations affirm the emer-
gence of the spiral waves in slices of the cortical tissue
[18,32,33]. Although, it is confirmed that spiral pattern
is essential for a number of ongoing cortical activities
[18], it plays an effective role in some brain abnormal-
ities and failures, as well. Some experimental results
denote that the epileptiform bursts can organize into
spiral demonstrations [32], which means that cortical
spiral waves can be involved in epileptic seizures [34].
There has also introduced a method to detect the spiral
activity in cortical models of epilepsy [32].

Substantially, the dynamics of a real neuron is so
complicated while it is governed by various internal
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and external factors. For example, based on the elec-
tromagnetic induction theorem, the fluctuation of the
neuron’s membrane potential can change the intra-
cellular and extra-cellular electromagnetic field [35].
In fact, the internal electromagnetic field in the body
plays an essential role in some biochemical reactions.
Besides, the external electromagnetic field significantly
influences the neuron’s electrical response, as well
[36]. Therefore, some efforts are taken to improve the
mathematical models that are known for their simi-
lar demonstrations to the real neuron’s behavior. Some
researchers propose new models, in which the effect
of magnetic flux is included [10,37,38]. This magnetic
flux describes the effects of time-varying electromag-
netic field, which is caused by the ion currents across
the membrane and the fluctuations of ion concentration
inside and outside of the cell body [39].

Recently, the effect of magnetic stimulation on the
neurons and their electrical behavior is extensively
noticed. Magnetic stimulation is a non-invasive and
painless technique, in which the neurons are induced
by a magnetic signal, which can be in a sinusoidal form
[40]. The generated magnetic field can induce an elec-
tric field and depolarize the neurons [41], so that the
neurons are activated. This method is also known as a
modulating operation for therapy applications [41]. It
is interesting to study the effect of magnetic induc-
tion on the spatiotemporal representation of a neu-
ronal network. Since the collective behavior of neu-
ronal network basically comes from the aggregation
of the dynamics of the individual neurons, it is worth
applying the required improvements to the mathemati-
cal model of an isolated neuron. In this study, we use a
new neuronal model in which the magnetic flux is con-
sidered. Besides, we define a parameter for the exter-
nal magnetic induction. The results show that the spi-
ral seeds can be suppressed by the effect of magnetic
induction. In fact, in a neuronal network, as a model of
an excitable tissue, both the amplitude and the angu-
lar frequency of the magnetic radiation have their own
influences on maintenance or elimination of the spiral
seed. Combining these two factors can bring the tis-
sue different spatial and temporal behaviors. We aim
to track the changes of these behaviors under different
intensities of the magnetic induction. Therefore, some
different amplitudes and frequencies are applied and
the results are well sorted to be compared more easily.

For the rest of the paper, we explain the mathemat-
ical model used for our simulations in Sect. 2. The

results of our computational modeling are represented
in Sect 3. Besides, the detailed descriptions of the spa-
tiotemporal electrical activities obtained under differ-
ent circumstances are given in this section as well. For
the last, the conclusion of this paper can be found in
Sect. 4.

2 Model and description

The Hindmarsh—Rose (HR) neuronal model [42] is
a reduced form of Hodgkin—-Huxley (HH) neuronal
model [43]. The HR model is mostly known for the
spiking—bursting dynamics, which is the alternation
between high and low activities [44]. As mentioned
above, regarding the reality of the dynamics of a neu-
ron, it is necessary to consider the real neuronal struc-
ture and its physical condition to obtain a more reliable
model for the investigations. Therefore, the new neu-
ronal model is proposed with the magnetic flux being
considered. In this four dimensional model, the fourth
variable shows the magnetic flux describing the effect
of the time-varying electromagnetic field. Moreover, a
memristive coupling is considered between the mem-
brane potential and the magnetic flux [45]. The local
dynamics of an isolated neuron is described as follows:

(:l—)::y—ax3+bx2—z+1ex—k1w(¢)x

b _ g2

dt_c dx y

d

d—f =r(s(x —x9) —2)

d

d_‘f:x—k2¢+¢ex (D
w($) = a + 3¢ @)

where the variables x, y, z, ¢ represent the membrane
potential, the slow current for recovery variable, the
adaptation current and the magnetic flux across the
membrane, respectively. The parameters k; = 1 and
ko = 0.5 denote the interaction between magnetic flux
and membrane potential [45]. w is a function of mag-
netic flux introducing the conductance of memristor
[46]. Memristor is a two-terminal nonlinear circuit ele-
ment that connects the two fundamental circuit vari-
ables charge and flux [47]. The existence of this ele-
ment is also showed by Hewlett—Packard (HP) labora-
tory [48], experimentally [49]. In Eq. 2, « = 0.1 and
B = 0.02 are fixed parameters. We set a = 1, b = 3,
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c=1,d=55s=4,r =0.006, xo = —1.6. ¢ex is the
external magnetic radiation and I is the external cur-
rent force. In the HR model, the level of . determines
the state of a HR neuron including quiescent, spiking,
bursting or even chaotic behaviors. In this paper, we
choose I¢x = 2.8, which is supposed to bring the indi-
vidual neuron spiking state [45]. However, this indi-
vidual neuron is capable of representing other behav-
iors due to interaction with other neighbor neurons. For
example, the numerical simulations show that bursting
behavior can be deduced from a spiking neuron as well
as a fast spiking neuron while connecting to some other
neurons in a neuronal network. The fast spike is a type
of action potential generation initiated in axon initial
segment [50] and is followed by back propagation into
the apical dendrite [51]. Because of the network tem-
plate we follow in this paper, it is better to mention
parameter Iex as the level of excitability of the whole
network.

In Eq. 1, the term kjw(¢)x is based on Faraday law
of electromagnetic induction and is described as follow:

. _da@) _ dg(@¢)dg _

T dt d¢ dr
where V denotes the electromotive force and k; shows
the feedback gain [42].

For the purpose of designing a two-dimensional
square network, we rewrite Egs. 1 and 2 as follows:

w(@)V =kw(@x (3)

ﬂ— i —axs 4 bx? — zij 4 Tex — kiw ()i
dr Yij ij ij — Zij ex 1w ¢z] Xij
+GXit1j +Xim1j + Xij1 + Xij—1 — 4xij)
+f6i90jy

d—;] =c—dxj; — yij

dz;j
- =Tt = x0) = zij)

do;j

o T koij + ¢exdindj¢ “4)

w(eij) = o + 3¢, (5)

where the subscript ij shows the position of each neu-
ron in the two-dimensional network. Equations 4 and 5
represent a one-layer network, in which each neuron
is coupled with its four-neighbor neurons. Parameter
G =1 is a constant coupling intensity between the
neurons and indicates the diffusion coefficient. f is a
momentary force only to trigger the wave. ;9 = 1 for
i=0,0i9 =0fori #6;0;, =1forj=vy,0j, =0
for j # y. We impose f on the central part of the
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Fig. 1 The area of the excitable media exposed to the exter-
nal magnetic induction. ¢éx = Ay sin(wt) is the external mag-
netic induction applied to the first two square-shaped areas;
q,’)&x = Ajsin(wt) is the external magnetic induction applied to
the second two square-shaped areas

network by setting y = 0 = 50. As the same way,
din = 1fori =n,8;; = O0fori # n;8;; = 1forj =¢,
djr = 0 for j # ¢. We can choose the region to which
the external magnetic flux (¢ex) is induced by adjust-
ing the parameters n and ¢ . Besides, ¢ex consists of ¢>elx
and ¢2, (the exact coordinates of ¢l and ¢2, are given
in the following). We set n = 20 : 47 and ¢ = 20 : 47,
n=53:80and§:53:80f0r¢>elx;n=20:47and
£ =53:80,n=53:80and ¢ =20:47f0r¢>§x.T0
put it clear, the area that is exposed to the exter-
nal magnetic induction is illustrated in Fig. 1. We
apply the sinusoidal external magnetic induction by
¢l = Ay sin(wt) in the first two square-shaped areas
and g2, = A sin(wt) in the second two square-shaped
areas (see Fig. 1) fromr = 1500to ¢ = 2000 time units.
For more illustration, the area of the excitable media
exposed to the external magnetic induction is depicted
in Fig. 1.

3 Numerical analysis and discussion

In this section, we discuss our numerical method and
the simulation results. We design a square network
consists of 100 x 100 neurons and no flux boundary
condition is considered. The fourth-order Runge—Kutta
algorithm is used for the numerical study with time
step h = 0.01. The initial states of the variables are
(x,y,2z,¢) =(0.01 0.02 0.003 1.01). The distribu-
tion of the membrane potential in both time domain
and space domain is detected and some snapshots of the
resulting evolutionary patterns are displayed. By aim-
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ing to see the effect of magnetic induction on the spiral
waves in an excitable tissue, we need to trigger a wave
front leading to formation of spiral waves for our simu-
lation. Therefore, the parameters are adjusted in a way
that spiral seeds find emergence. We impose a current
force to the center of the tissue for initiation of the wave
front. The circular traveling wave fronts get into four
symmetrical paired spirals, which are emerged under
appropriate adjustments. The evolution of the expand-
ing wave front and formation of the spiral seeds are
shown in Fig. 2.

Since the dynamics of spiral wave is determined by
its central part known as the spiral seed, we apply dif-
ferent intensities of external magnetic induction to the
spiral seeds in four limited areas, specified in the pre-
vious section (Fig. 1). In this way, the maintenance or
suppression of the existed spiral waves under magnetic
induction can be investigated. We apply six angular fre-
quencies and six levels of amplitude for each frequency,
and then put the results in a well comparable order. The
results confirm that continuance of rotating spiral seeds
suffer from higher amplitude. Also increasing the fre-
quency (parameter w) up to a certain threshold restricts
maintenance of spiral seed. However, it should be men-
tioned that too much increase in frequency is not suit-
able for suppression of the spiral waves while the low
frequencies are not capable of breaking the reorganiz-
ing rhythm of the spiral seeds.

Firstly, we set w = 0.001 with different amplitudes
of 0.5,1,1.5,2,2.5,3. Figure 3 shows the results
within five snapshots over the time. In Fig. 3a—e, the
amplitudes are setas A; = 1 and A, = 0.5. Asis clear
through these snapshots, the greater amplitude brings
the spiral more restriction and the respective spirals (in
the first two areas) become limited more (see Fig. 3e).
Furthermore, we set A =2, A = 1.5 for Fig. 3f-
jand A} =3, Ay = 2.5 for Fig. 3k—o, respectively.
Figure 3f—j shows a limited development of the spi-
ral seeds. Besides, as is clear through the snapshots of
Fig. 3k—o, further increase in the amplitude benefits
eradication of the spiral seeds. However, this annihi-
lation is at the expense of some other spiral seeds to
emerge. In fact, very high amplitude causes a signifi-
cant energy difference at the borders of the induction
regions leading to such an imbalance that potentially
provides favorable condition for formation of the sec-
ondary spiral seeds. This imbalance will come under
control by the help of higher frequency that is explained
in more details in the next few paragraphs. Here for

this case, the secondary spiral seeds start to grow near
the boundaries of the induction region, so that the sec-
ondary spiral waves are observable in Fig. 3o.

For the second, we apply a higher frequency by
o = 0.005 and the six amplitude levels just as before.
This little increase in frequency accompanied by ampli-
tude of 1 as shown in Fig. 4a—e (A; = 1) confines the
respective spirals from development (notice Fig. 4e).
For A; = 2 and Ay = 1.5 (Fig. 4f—j) all the spirals
become broken, but then the secondary spiral seeds
exist and start to get to the power for their continuous
rotation. Figure 4h shows the moment in which the pri-
mary paired spirals are eliminated and existence of the
secondary paired spirals are visible in Fig. 41, j. By fur-
ther increase in the amplitude (Fig. 4k—o0), the primary
paired spirals completely get annihilated even sooner
than the previous ones. In this case, it is close that the
secondary spiral seeds emerge. However, the recurrent
excitations of the surface overcome the rhythm of these
secondary seeds before they get to power (Fig. 4m—o).
Actually, in general, the spiral seeds require a minimum
power for the beginning of their existence to access a
firm rotation.

For the next, we fix @ = 0.01. As s clear in Fig. 5Sa—
e, the amplitude of 1 (A] = 1) significantly restricts the
respective paired spirals (see Fig. 5e). Here in this fre-
quency, the increase in the amplitude does not cause
emergence of the secondary spiral seeds. It seems that
this level of frequency brings the borders of the induc-
tion regions a kind of balance and the energy difference
at the borders caused by the amplitude difference is
compensated to some extent (Fig. 5f—o0). Consequently,
there is no sign of any spiral activity in the final results
displayed in Fig. 5j, o.

Moreover, Figs. 6 and 7 confirm that an appropri-
ate angular frequency can eliminate the spiral seeds on
its own and does not necessarily depend on the ampli-
tude of the stimulus (see the final results depicted in
Figs. 6e, j, 0 and 7e, j, 0). More precisely, by this adjust-
ment of w = 0.05 and w = 0.1, the elimination of the
spiral seeds gets very soon and no secondary spiral
seeds find opportunity to appear. Although, a higher
amplitude was capable to supply the secondary seeds
appear near the boundary of the induction regions for
w = 0.001 and w = 0.005, for this case the parame-
ters @ = 0.05 and @ = 0.1 balance the areas prone to
seeds formation and make the tissue resist initiation of
the secondary spiral seeds. A particular characteristic
of the spiral seed is its high-frequency rotation relying

@ Springer



684

Z. Rostami et al.

10 20 30 40 50 60 70 80 90 100

30 40 50 60 70 80 90 100

Fig. 2 The distribution of the membrane potential showing the evolution of expanding wave fronts and formation of the paired spirals;
for at = 5 time units, b r = 350 time units, ¢ = 750 time units, d ¢t = 1495 time units

on the rhythm of the recurrent excitations. Actually, the
recurrent excitations of the area, in which the spiral seed
emerges, are faster than the other parts and also appear
in a specific thythm (spiral rhythm). Accordingly, the
beneficial effect of the mentioned appropriate angular
frequencies, by which the seeds were completely anni-
hilated, may be related to this fact about spiral seeds
characteristic.

Due to the results achieved so far, is it true that
the higher angular frequency, the more destruction is
brought for the spiral seed? To discover the answer
of this question, we increase the frequency by w = 0.5
and show the results in Fig. 8. The results represented in
Fig. 8 confirm that, too much increase in the angular fre-
quency does not benefit elimination of the spiral seed.
Figure 8a—j shows the evolution of the paired spiral

@ Springer

waves under the angular frequency of w = 0.5 and the
amplitudes of A; =1, A, =0.5, A1 =2, A, =1.5.
These results confirm that the primary paired spirals
continue to rotate with no annihilation while the spiral
area is exposed to a high-frequency magnetic stimula-
tion (Fig. 8e, j). However, thanks to the higher ampli-
tude the spirals represented in Fig. 8k—o cannot be sus-
tained so they get vanished (Fig. 80). Moreover, there
is also no sign of secondary spiral seeds in this case
that was observed in some of the previous cases. This
is because of the increased frequency and the rendered
balance near the magnetic stimulation borders.
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a

Fig.3 The distribution of the membrane potential over the time, time units, 5 = 3000 time units. For a—e A} = 1, A, = 0.5,
showing the effect of magnetic induction on the four square areas, f-j Ay =2, A = 15,k-0 A; = 3, Ay = 2.5. The magnetic
in which the paired spirals exist, for w = 0.001, #; = 1555 time induction starts from 1500 time units until 2000 time units

units, 1, = 1855 time units, 3 = 2240 time units, 4 = 2630
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Fig.4 The distribution of the membrane potential over the time, time units, 5 = 3000 time units. Fora—e A} = 1, A, = 0.5,
showing the effect of magnetic induction on the four square areas, f-j Ay =2, A, = 15,k-0 A = 3, Ay = 2.5. The magnetic
in which the paired spirals exist, for v = 0.005, #; = 1555 time induction starts from 1500 time units until 2000 time units

units, 1, = 1855 time units, 3 = 2240 time units, 4 = 2630

@ Springer
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Fig.5 The distribution of the membrane potential over the time, time units, 5 = 3000 time units. Fora—e A} = 1, A = 0.5, f-j
showing the effect of magnetic induction on the four square A =2,A, =1.5,k-0 A =3, A, = 2.5. The magnetic induc-
areas, in which the paired spirals exist, for o = 0.01, r; = 1555 tion starts from 1500 time units until 2000 time units

time units, £, = 1855 time units, 13 = 2240 time units, 4 = 2630
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Fig. 6 The distribution of the membrane potential over the time, time units, 5 = 3000 time units. Fora—e A} = 1, A = 0.5, f—j
showing the effect of magnetic induction on the four square A} =2,A, =15,k-0A| =3, Ay = 2.5. The magnetic induc-
areas, in which the paired spirals exist, for o = 0.05, 1; = 1555 tion starts from 1500 time units until 2000 time units

time units, r, = 1855 time units, 3 = 2240 time units, t; = 2630
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a

Fig.7 The distribution of the membrane potential over the time, time units, 5 = 3000 time units. Fora—e A} = 1, A = 0.5, f—j
showing the effect of magnetic induction on the four square A =2,A, =1.5,k-0A; =3, Ay = 2.5. The magnetic induc-
areas, in which the paired spirals exist, for ® = 0.1, #; = 1555 tion starts from 1500 time units until 2000 time units

time units, r, = 1855 time units, 3 = 2240 time units, #;4 = 2630
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Fig.8 The distribution of the membrane potential over the time,
showing the effect of magnetic induction on the four square
areas, in which the paired spirals exist, for = 0.5, r; = 1555
time units, £, = 1855 time units, 13 = 2240 time units, 4 = 2630

@ Springer

time units, 75 = 3000 time units. Fora—e A; = 1, A, = 0.5, f-j
A =2,A, =1.5,k-0 A =3, A, = 2.5. The magnetic induc-
tion starts from 1500 time units until 2000 time units
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4 Conclusion

In this study, the effect of magnetic induction on the
spiral waves emerged in an excitable media was inves-
tigated by computational modeling. For modeling an
excitable media, a network of coupled neurons was
designed, in which the local dynamic of each neuron
was governed by the four-variable Hindmarsh—Rose
neuronal model. The strong point of this new model
is its property of being more reliable based on nonlin-
ear dynamics of a real neuron. Actually, in this model,
the time-varying magnetic field is considered, which is
relied on the exchange of ions across the membrane and
the resulting mutual effects of electrical field and mag-
netic field. An external sinusoidal magnetic induction
was induced to the existed spiral seeds within different
amplitudes and angular frequencies. So that the elimi-
nation of the spiral seeds under magnetic induction was
investigated.

The results show that continuance of rotating spi-
ral seeds suffers from high amplitude. Also increasing
the angular frequency up to a threshold restricts main-
tenance of spiral seed. However, on the other hand,
excessive increase in the angular frequency, as well as
very low angular frequency, is not suitable for suppres-
sion of the spiral waves. In fact, low frequencies are
not capable of breaking the reorganizing rhythm of the
spiral seeds, while the excessive increased frequencies
are too fast to overcome this particular spiral rhythm.
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