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Abstract

Reputation and reciprocity are key mechanisms for cooperation in human societies, often going hand in hand to favor prosocial 
behavior over selfish actions. Here we review recent researches at the interface of physics and evolutionary game theory that 
explored these two mechanisms. We focus on image scoring as the bearer of reputation, as well as on various types of reciprocity, 
including direct, indirect, and network reciprocity. We review different definitions of reputation and reciprocity dynamics, and we 
show how these affect the evolution of cooperation in social dilemmas. We consider first-order, second-order, as well as higher-
order models in well-mixed and structured populations, and we review experimental works that support and inform the results of 
mathematical modeling and simulations. We also provide a synthesis of the reviewed researches along with an outlook in terms of 
six directions that seem particularly promising to explore in the future.
© 2023 Elsevier B.V. All rights reserved.
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1. Introduction

Although the Darwinian theory of evolution favors the competition between individuals to maximize their own 
interests, the cooperation or collaboration still exists within many social animals [1–3] such as ants, bats, wild geese, 
primates and so on, even in the human society. Thus, how to understand the widespread cooperation has become a 
challenging task in the field of biology, physics or mathematics, which is one of 25 scientific puzzles to be pretty 
much resolved in the 21st century voted by the famous Science magazine [4].

To be particularly mentioned that, five rules have been identified to support the emergence of cooperation, which 
include kin selection, direct reciprocity, indirect reciprocity, group selection, spatial or network reciprocity [5]. Among 
them, indirect reciprocity has been extensively investigated in the recent years [6,7] since it involves the individual 
reputation building, moral evaluation and complex interplay inside the population with increasingly cognitive de-
mands. Therefore, exploring the impact of indirect reciprocity on the evolution of cooperation has received a great 
deal of attention within the academia, which aroused the huge interest of many scholars ranging from biologists [8,9], 
mathematicians [10,11], physicists [12–14], even to economists [15,16].

At present, the role of indirect reciprocity has been probed in detail along two key pathways. On one hand, theoret-
ical analysis and numerical simulations based on computing skills are adopted to study how the indirect reciprocity or 
reputation influences the individual decision confronting strategy selection and the evolution of cooperation [17,18]. 
In particular, based on the indirect reciprocity, Nowak and Sigmund [6] seminally presented a novel framework of 
image scoring to measure the individual reputation, where the focal player will decide whether to cooperate or donate 
according to his opponent’s score, and it was clearly stated that the emergence of indirect reciprocity plays a decisive 
role in the evolution of cooperation. Afterwards, several theoretical works indicate that the image scoring mechanism 
is not an evolutionarily stable strategy, and justifying the defection can provide the potential routes to stabilize the co-
operation and the leading eight rules of social norms can maintain the cooperation by the indirect reciprocity [19–21]. 
On the other hand, extensive experiments based on the laboratory and online social networks are also used to identify 
the impact of reputation mechanism and evaluation pattern on the cooperation within the human society, and it is 
found that the reputation mechanism provides a viable means to promote the level of collective cooperation [22,23], 
and even becomes a universal currency for human interactions within the populations [24–26].
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This review is motivated to provide a comprehensive analysis of the evolution of cooperation favored by the reci-
procity and reputation mechanism from the perspective of system modeling at the interface of physics and evolutionary 
game theory. In what follows, we first provide a clear presentation of the existing reputation-related researches through 
indexing the most recent published papers in the Web of Science database. This part accounts for the basic synopsis 
and classification of current reputation-related works to readers, and highlights two kinds of methods [26] (i.e., the-
oretical modeling and real-world experiments) of reputation-related researches under the framework of evolutionary 
game theory. Since the modeling-based analysis is one of the most effective means for us to reveal the underlying 
evolution of cooperation during the process of conflict and interactions, this review then surveys the most frequently-
used game models in the evolution of cooperation. After that, we will present the results on the theoretical modeling 
and numerical simulations in detail, which include the first-order, second-order and higher-order models used in the 
reputation evaluation. Thirdly, we will summarize the existing reciprocity and reputation-related evidences based on 
the real-world experiments, which are often adopted in the behavior economics and help to understand the decision 
motivation when confronting the strategy choice. Finally, we further provide some concluding remarks and point 
out some promising problems in this field, which aid in comprehending the role of reciprocity and reputation in the 
persistence and emergence of collective cooperation.

The rest of this review is organized as follows. Some basic concepts, key mechanisms and significant game models 
in the area of evolutionary game theory are firstly introduced in the following subsections. After that, Sec. 2 will 
describe the recent progresses in the theoretical modeling and simulations of the evolutionary cooperation based on 
the reciprocity and reputation in detail. Then, we provide some experimental evidences on the individual behavior 
decision during the game playing in the recent years in Sec. 3. Finally, some concluding remarks and illuminating 
outlooks will be summarized in Sec. 4.

1.1. Some basic concepts in evolutionary game theory

The theory of games can be considered as a new branch of modern mathematics and also a branch of operation 
researches, which aims to optimize the strategy setup and maximize the individual payoff when confronting the in-
teraction or conflict between two or more agents. Among them, von Neumann proved the basic principle of games 
concerning two players in 1928, which declared that game theory was officially founded. In 1944, Von Neumann and 
Morgenstern wrote the seminal book named as The Theory of Games and Economic Behavior [27], which further gen-
eralized the 2-player game into the n-player game, and then systematically applied the game theory into the field of 
economics and laid the foundation and theoretical system of this discipline. In particular, the American mathematician 
John Nash [28] utilized the fixed point theorem to prove the existence of equilibrium points (i.e., Nash equilibria), 
which provided a persuasive framework for the development of game theory. Afterwards, the game theory has been 
applied into many other areas such as politics, international relationship, computer science, engineering science and 
even biology.

Among them, the Nash equilibrium (NE) is a very important concept in the field of classical game theory, in which 
it is often supposed that any player owns the perfect rationality and recognizes this to be the common knowledge for 
all agents. During the process of gaming, any rational player will not deviate from the NE since he cannot enhance his 
payoff or fitness by means of unilaterally varying his own strategy, that is, the strategy under the equilibrium state is a 
strictly dominated one. At present, the concept of NE has become the fundamental starting point for us to understand 
the individual game behaviors under the circumstances with the static and perfect information, which has been further 
extended into the more complex scenarios under the dynamic or imperfect information.

It should be particularly noted that the evolutionary game theory (EGT) is an emerging field [29,30], where we often 
add some concepts (such as the strategy, player, payoff and so on) in game theory into the framework of biological 
dynamic evolution. Here, there exist a population of players or agents who hold their own strategy, and then they 
interact so as to earn payoffs. After that, the payoff is translated into the individual fitness to aid the strategy choice 
in the next game round, and hence the fraction of strategies within the population will vary over time accordingly. 
Thus, compared with the traditional game theory, it pays more attention to the strategy changes in the dynamic process 
of individual and ethnic evolution. Evolutionary game theory can successfully explain and complement the mutually 
beneficial behavior in Darwinian evolutionary theory. Economists, sociologists, anthropologists and even philosophers 
have gradually recognized the importance of evolutionary game theory and considered it as a powerful tool to perform 
the related studies.
10
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Fig. 1. Key mechanisms to favor the evolution of cooperation. (a) Kin selection emerges when the genetic relatedness exists between two individuals. 
(b) Group selection occurs provided that the competition happens between groups and between individuals. (c) Spatial or network reciprocity 
means the population structure to form the cooperative clusters. (d) Direct reciprocity applies when the repeated interaction takes place within the 
acquaintances, that is, the current action will influence what your parter will do in the future. (e) Indirect reciprocity is related with the individual 
reputation, that is, the current action relies on how you play in the previous round. Reproduced from [5].

Correspondingly, a significant notion in EGT is the evolutionarily stable strategy (ESS) firstly proposed by Smith 
and Price [31], which greatly generalizes the Darwinian theory of survival of the fittest and means that, if most of 
members within a population adopt it, there is no “mutant” strategy that would give higher reproductive fitness in 
the upcoming interactions, and thus the mutant strategy can not invade the population. That is, under the pressure of 
natural selection, the mutants can only have two choices: one is that they change their strategy into the ESS; the other is 
that they quit and disappear from the population. The ESS determines the means of cooperation or competition among 
individuals when they confront various resources, such as food, habitats or spouses and so on. Meanwhile, the ESS 
just defines the evolutionary stability of the population and it cannot characterize the dynamic evolutionary process 
to arrive at the stationary state [32,33]. In addition, the ESS is only a static concept describing the local attraction of 
systems [34], and it meets with the difficulty once several key assumptions are not satisfied: 1) the single population 
just takes one pure strategy; 2) the population size is infinite; 3) the mutant factors are not continuous or overlapped. 
Afterwards, for further dealing with these problems or assumptions, many scholars try to improve the definitions or 
conditions of ESS [35–37].

1.2. Several key mechanisms to support the cooperation

In the social dilemma, one challenging issue is that the rational player should adopt the defection strategy, which is 
often an NE one, to maximize the personal payoff, while the NE-dominant strategy for an individual is not necessarily 
the optimal one for the whole population, and thus the so-called social dilemma emerges although the defection may be 
very popular. However, the emergence of the collective cooperation has often arisen within the society of animals and 
human beings. Thus, as mentioned in [1,4], how to understand the universal phenomenon of cooperation has become 
a well-known scientific puzzle in the interdisciplinary area, which aroused the extensive interests of researchers from 
physics, biology, computer science and even humanity and social science.

Based on EGT and related progresses from multi-disciplinary perspectives, several common mechanisms have been 
summarized in Ref. [5] as the key rules to promote the evolution of cooperation, which include the kin selection, group 
selection, spatial or network reciprocity, direct and indirect reciprocity, as illustratively shown in Fig. 1. In addition, 
two or more schemes can be combined to further foster the emergence of altruistic behaviors between agents.

Among them, kin selection could be the first rule identified to facilitate the evolution of cooperation since we are 
often willing to help those related with our genes, such as parents, brothers, sisters or children and so on. At present, 
most of researches discussed the kin selection based on the notion of inclusive fitness [38], which is a specific measure 
to characterize the individual adaptation level to the new evolutionary environments. Generally, the individual fitness 
can be calculated as a sum of additive payoffs or factors obtained by a series of actions, but recently Nowak et al. [39]
have tried to propose a more general mathematical method to formally describe the evolutionary dynamics of inclusive 
fitness. However, the traditional inclusive fitness usually avoids being a universal concept, and thus the corresponding 
11
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proponents questioned these related mathematical analyses and results [40,41]. Anyway, a clearer comprehension of 
kin selection is necessary since the consensus on the inclusive fitness is still difficult to be reached at present.

Direct or indirect reciprocity are two key altruistic mechanisms in support for the evolution of cooperation. Direct 
reciprocity relies on the repeated interactions between the same pair of players, and hence they can conditionally make 
the strategy choice according to the previous game outcomes [42]. It should be noted that the cooperation could be 
continuously fostered if the probability for two players to interact in the next round is high enough. For examples, 
tit-for-tat (TFT) [43], Generous TFT (GTFT) [44] and WSLS(win-stay, lose-shift) [45] are three typical mechanisms 
characterized as the direct reciprocity. In the TFT [43], all players initially adopt the cooperating action, and then 
each player will take the action that his opponent has adopted at the previous round, as the current action at this game 
round. For the GTFT mechanism [44], each player cooperates on the first move, and then continues to cooperate as 
long as the other player does; If the other player defects, then the generous TFT player will still cooperate on the 
next move, but he will defect once his opponent defects for two continuous rounds. Regarding the WSLS [45], it is 
assumed that each player will keep the current action (cooperation or defection) if he can win the game, or else he 
will switch to the opposite action (defection or cooperation). Up to now, these three mechanisms are still successful 
ones in the experiments for the repeated prisoner’s dilemma games.

However, indirect reciprocity does not require the same pair of opponents to repeatedly play the game, and it 
works only if the interaction between any two players within a specified population can be observed by a third party, 
whereby the information on these encounters can be spread and the reputation of the participants can be built [6,7]. 
Then, individuals will play the conditional strategy based on these available information. Thus, how to evaluate the 
individual action in the current game round and what kind of action will be adopted in the next game round are crucial 
to the success of indirect reciprocity [46], and the former issue is addressed by the social norm [21], while the latter 
one is determined by the action rule [47]. The indirect reciprocity could cultivate the cooperation provided that the 
information on individual reputations can be fully known to the interacting opponents.

Group selection [48] (also termed as multilevel selection) arises if the competition exists among individuals not 
only within one group, but also between more groups. That is, one defector may dominate the population of coop-
erators, but a group of defectors may be defeated by other groups of cooperators. As pointed out in [49], the group 
selection may favor the evolution of cooperation only if the ratio of cost-to-benefit for the donation game is larger 
than the specific threshold, which is determined by the maximum group size and the number of groups within the 
population.

Spatial [50] or network [51] reciprocity provides a brand new framework to foster the cooperation without further 
taking the strategic complexity into account. Under this framework, the population is not well-mixed, but rather struc-
tured, which means that each player can only interact with his nearest neighbors and accumulate the corresponding 
payoffs. Since the interaction neighborhood is confined, it is possible for cooperators to create the cooperative clusters 
to resist the invasion of defectors within the population, that is, the clustering effect leads to the individual assortment 
so that cooperators have a higher chance to interact with each other. Meanwhile, the population structure may take 
on a homogeneous (e.g., regular lattice) or heterogeneous (e.g., scale-free) topology, which determines the number 
and distribution of player’s opponents, may greatly affect the evolutionary outcome for the cooperation. Recently, the 
evolutionary game on complex topology or networks, which may be static [8,12], dynamic [9,52] or multi-layered 
[13,53], has become an active topic and made a huge progress in this field.

Although the aforementioned rules are often investigated in separation from one specific angle, it will be a promis-
ing direction in the future provided that we can combine two or more rules to explore the evolution of cooperation. As 
an example, even in the modern society, many human individuals still need to repeat the interactions during our daily 
studies, lives and jobs; but we also frequently encounter with strangers and perform the one-time deal. Therefore, 
it is necessary and significant for us to consider the direct or indirect reciprocity under the framework of spatial or 
network structures [54,55]. Furthermore, Li et al. [56] recently proposes a novel long memory strategy named after 
cumulative reciprocity (CURE), where cumulative agents discriminate the exploitative opponent by roughly counting 
the imbalance of cooperation or “unfairness” across all their previous interactions and maintain cooperation as long 
as this cumulative unfairness does not exceed a given threshold of tolerance, and it is demonstrated numerically and 
analytically that CURE enforces fair outcome and sustains cooperation in noisy environments, even under hostile 
ones.
12
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1.3. Game models in the collective cooperation

In this sub-section, we will briefly introduce the most commonly-used game models in the field of EGT, which 
include the 2-player game such as prisoner’s dilemma game, snowdrift game, stag-hunt game and harmony game, the 
public goods game among multiple players, the donation game, the trust game, the ultimatum game and so on. We 
will illustrate the basic properties and main parameters of these models in the following paragraphs.

1.3.1. Pairwise games
In the evolutionary game theory, the simplest game between a pair of players is the 2-strategy game and can be 

characterized through the following payoff matrix,

C D

C

D

(
R,R S,T

T ,S P,P

)
,

(1)

where C and D denote the two distinct strategies: Cooperation (C) and Defection (D). After an encounter, the strate-
gists will simultaneously make the strategy choice and obtain the corresponding payoffs, and the first element within 
each matrix entry denotes the payoff obtained by the row strategist, while the second one means the payoff acquired by 
the column strategist. Among them, two players will reap the benefits of reward (R) or punishment (P ) if they choose 
to cooperate or defect at the same time. Nevertheless, if they select different strategies, the defective player will get 
the temptation (T ) to defect while the cooperating strategist will only earn the sucker’s (S) payoff. Considering the 
symmetry of game interactions, without loss of generality, we can just take the payoff of one of players into account 
and the payoff of the row player will be recorded in the payoff matrix as follows,

C D

C

D

(
R S

T P

)
,

(2)

where R, T , S and P have the same meanings as Eq. (1). In particular, the game will take on the cooperative dilemma 
provided that (i) R > P , that is, the payoff obtained for the simultaneous cooperation will be higher than that for 
the simultaneous defection, yet (ii) there exists an incentive to defect for any player, which is categorized into three 
different scenarios: 1) T > R; 2) P > S; 3) T > S, denoting the fact that defection is a dominant strategy when playing 
against a cooperator, a defector and the encounter between a cooperative strategist and a defective one, respectively. 
Thus, the cooperation is dilemmatic if at least one of aforementioned conditions are fulfilled, otherwise the cooperation 
is encouraged and there is no dilemma.

To be remarkably noted, the prisoner’s dilemma (PD) arises if all three conditions are satisfied, i.e., T > R > P >

S, which means that PD becomes the most stringent cooperation dilemma. Thus, the defection will dominate the 
population in the PD game (PDG) and the full defection is the equilibrium point, and the specific mechanism needs to 
be added into the game to foster the evolution of cooperation. According to the payoff ranking, other types of pairwise 
games can be easily implemented here, such as snowdrift (SD) game requiring the ranking T > R > S > P , the stag-
hunt (SH) game meaning the order R > T > P > S, the coordination or harmony (H) game meeting the constraint 
R > T > S > P and so on. In order to fully depict the evolution of cooperation, we sometimes fix two elements in the 
payoff matrix to be R = 1 and P = 0 such that we can only vary the values of T and S to examine the cooperation 
behaviors. At this case, the corresponding payoff matrix can be described as follows,

C D

C

D

(
1 S

T 0

)
,

(3)

where T and S are two tunable parameters to be adapted to characterize the different games. Among them, T varies 
from 0 to 2, and S is changed from −1 to 1. Starting from this, several typical pairwise games are illustrated in Fig. 2, 
where four-quadrant areas represent the above-mentioned pairwise games and the red line between the first and fourth 
quadrant stands for the weak prisoner’s dilemma game, which has been widely investigated in previous researches 
[50,57].
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Fig. 2. Typical pairwise game models. Here, we fix the payoff for mutual cooperation and defection as R = 1 and P = 0. As T is varied from 0 to 2
and S increases from −1 to 1, four-quadrant areas are used to represent four typical pairwise games: prisoner’s dilemma game (the fourth quadrant: 
1 < T ≤ 2 and −1 ≤ S < 0), stag-hunt game (the third quadrant: 0 ≤ T < 1 and −1 ≤ S < 0), harmony game (the second quadrant: 0 ≤ T < 1
and 0 < S ≤ 1) and snowdrift game (the first quadrant: 1 < T ≤ 2 and 0 < S ≤ 1. In particular, the red line between the first and fourth quadrant 
denotes the weak PDG.

1.3.2. n-person game and public goods game
The pairwise games are often played by two agents, and can be further generalized to the scenario involving more 

than two persons (i.e., n-person game or n-player game). Pi and Qi are used to denote the payoffs of cooperators 
and defectors, respectively, where the population consists of i cooperators and n − i defectors. It is obvious that 
the cooperation dilemma exists if two similar conditions hold as follows: (i) the fully cooperative population has a 
higher payoff than the fully defective group, that is, Pn > Q0, yet (ii) the temptation or incentive to defect exists. 
Likewise, the temptation usually contains two different forms: 1) Pi < Qi for i = 1, 2, ..., n − 1; and 2) Pi < Qi−1
for i = 1, 2, ..., n. The former condition means that the defective individual has an advantage over the cooperating 
agent within the well-mixing population, while the latter indicates that independently switching from cooperation to 
non-cooperation can result in the payoff increase of defectors. If some of the aforementioned conditions cannot be 
reached, the cooperation dilemma will be relaxed, to some extent, and the persistence of cooperation may emerge even 
without help of any specific mechanism, such as the volunteer’s dilemma [58,59]. However, if all of these conditions 
hold, this n-person game is equivalent to the prisoner’s dilemma for two players and it is usually termed as the public 
goods game (PGG) [60,61].

The traditional definition for the public goods game is prescribed in this way. For each game round, a population of 
n players will independently make the decision at the same time on whether they make an investment into a common 
pool or not, and then we will multiply the total contribution by a synergy coefficient and then evenly distribute these 
benefits over all participants within this group. As an example, at some game round, there are nC cooperators among 
n players, and it is assumed that each cooperator will contribute a fixed cost c to the pool and then the collected 
contribution will be multiplied by one coefficient r larger than 1.0, which is named as the synergy factor r > 1.0. 
Finally, the net payoff or benefit for each cooperator or defector can be expressed as follows,⎧⎨

⎩
PD = r ∗ c ∗ nC

n

PC = PD − c,

(4)

where PC and PD denote the net payoff of a cooperator or defector, respectively. It is obvious that there is an incentive 
to defect since PD is always larger than PC , while the defector’s payoff PD tends to be zero if all players do not invest 
any contribution into the common pool. Henceforth, as mentioned above, the dilemma arises and even the tragedy of 
commons emerges [60].

1.3.3. Donation game
In order to explore the impact of indirect reciprocity on the evolution of cooperation, the interaction between any 

pair of players can be described as a donation game. First of all, a pair of players will be chosen simultaneously at 
each game round, in which one player is selected as a donor while the other one is called the recipient. Then, the 
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donor will decide whether he will make the donation to the recipient or not, which is determined by the specific rule. 
If he donates, the donor will pay the cost c and the recipient will obtain the benefit b, in where b > c is hypothesized 
to highlight the reciprocity since the net benefit b − c > 0 for two players); If not, the donor pays nothing and the 
recipient can only receive zero benefit. Although the donation does not give any direct benefit to donors, some actors 
are still willing to make the donation so as to accumulate a good image within the population and hope to get the help 
from others in the future. Thus, the donation game is often chosen as the standard game model to explore the role of 
indirect reciprocity.

1.3.4. Trust game
The trust game (TG) originates from the economics [62,63], and thus it is also termed as the investment game. In 

essence, the trust game is a sequential game since the truster or investor must decide at first whether he will believe 
the trustee. After the truster’s positive decision, the trustee needs to determine whether he is trustworthy or not, that is, 
he will make up his mind whether he will send the partial benefit back to the truster or not. Traditionally, there are two 
types of trust games in economic experiments, known as TG1 and TG2, which are both nonzero-sum games. In the 
version of TG1, if the truster does not trust the trustee, their payoffs are both 5 dollars. If the truster does, the trustee 
will decide whether he will be trustworthy or not. Provided that he cooperates (i.e., being trustworthy), the trustee and 
truster will receive $15 and $10, respectively. Once he decides not to cooperate (i.e., being untrustworthy), the trustee 
will keep the total benefit $25 and the truster gets nothing.

In the version of TG2, both players are endowed with an initial fund $12. Then, the truster first decides to how 
much money, say X ∈ [0, 12] will be transferred to the trustee. The amount of money sent to trustee will be tripled, 
and then he will decide to send some amount of money, say Y , back to the truster. Finally, the net benefit for the truster 
will be 12 − X + Y , while the trustee’s balance will become 12 + 3X − Y . Taking together, a strict social dilemma 
does not exist in TG1 or TG2 since only if the truster trusts the trustee, the total benefit for both players is $25 in TG1 
and 24 + 2X in TG2, irrespective of the final choice of the trustee.

As a further step, the 2-player trust game is generalized to the n-player one in recent years, which has been 
investigated within the well-mixing and networked populations. Abbass et al. [63] explored the evolution of trust 
within the well-mixing population and found that the untrustworthy behaviors will become the dominant ones in the 
whole population even if there are only a few untrustworthy agents introduced. After that, beyond the well-mixing 
assumption, Chica et al. [64] investigated the evolution of trust among the networked population, and demonstrated 
that the trust and credibility can be elevated into a higher level when the N -player game is played on heterogeneous 
social networks.

1.3.5. Ultimatum game
The ultimatum game is often used by two players to make an agreement on how to distribute a sum of money 

between them. In this game, one player is stochastically selected to make a proposal on the distribution of this money, 
and the other one can only accept or reject this proposal. Here, the former one is often called the proposer, while 
the latter is named as the responder. If the responder accepts the offer, they can share this sum of money based on 
the proposer’s scheme. Nevertheless, if the responder rejects it, both parties will not obtain any amount of money. 
In the single shot game, the action for any rational responder should accept it if the proposer provides any positive 
offer to him, but correspondingly the proposer should offer the money as low as possible [30]. However, in most 
human experiments based on the laboratory, most proposers are willing to share 40% to 50% of the total amount with 
their partners, but the responders usually reject the proposal if the shared amount is lower than 30%, and this human 
behavior has been reproduced under the framework of evolutionary game theory [65–67].

1.3.6. Other models
In addition to these commonly used game models, there also exist some other models to characterize the competi-

tions and conflicts between stake holders. For example, the hawk-dove game, which is often applied into the biological 
and political sciences, denotes the scenarios where animals or individuals almost have the identical properties except 
their aggressiveness when they interact with other ones. This behavior trait can only exhibit two types which are 
called Hawk (aggressive) and Dove (cooperative), respectively. Whenever two individuals meet together for the same 
resources, they will evenly share them if both individuals are doves, but they will fiercely fight otherwise, and then one 
side be seriously injured while the other takes all the resources if they are both hawks; Meanwhile, they have different 
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behavior traits, the hawk will obtain all these resources without fighting, and the dove escapes and gets nothing. In 
fact, the hawk-dove game is mathematically equivalent to the pairwise snowdrift game, and also termed as the Chicken 
game in economics.

Another typical n-player game is the minority game, where n is odd and all agents need to make the choice between 
possible options at the same time. Here, the successful action is defined to be the one adopted by the minority, and 
the related situations can be often observed in the financial markets, where agents need to choose between buying and 
selling operations that determine the pricing tendency of products or assets. This game model is originally proposed 
by Arthur [68], and then investigated by Challet and Zhang [69,70] under the evolutionary game-based framework.

The models mentioned above own only two pure strategies, the game with multiple pure strategies is also studied 
in the field of biology and ecology. Among them, the rock-scissors-paper game is a typical 2-person and 3-strategy 
zero-sum game, where each strategy (rock, scissors or paper) wins over the other one but fails when confronting the 
third strategy, that is, rock defeats scissors and then defeats paper, but finally paper defeats rock and finally the cyclic 
dominance can be exhibited [71,72]. This kind of game with multiple pure strategies can be further extended in the 
future, and several recent generalizations have been coined and popularly played over the world [73].

2. Theoretical modeling and simulations

In this section, we will review the recent advances in the field of theoretical modeling and simulations on the 
reciprocity and reputation dynamics, and in detail introduce the models related with the reputation building and eval-
uation.

2.1. Reciprocity and reputation dynamics

As declared in the introduction, the reciprocity is the key mechanisms to foster the evolution of cooperation. Among 
them, the direct reciprocity requires the repeated interaction between two players, while the indirect reciprocity does 
not demand the players to repeatedly interact with each other and the evolution of cooperation is built on the individ-
ual reputation within the population. Moreover, beyond the well-mixing topology, the network reciprocity limits the 
interacting opponents within the nearest neighbors, and then renders the cooperators to hold the possibility to organize 
into cooperative clusters so that they are not invaded by the defectors, which thus provides a new framework to favor 
the evolution of cooperation.

2.1.1. Definitions of reciprocity
On the one hand, it is obvious that direct reciprocity can facilitate the emergence of altruistic acts since the mutual 

cooperation can create the net positive benefits between the same pair of players. Taking the simplest donation game 
as an example, the donor confers a benefit b to the recipient at a cost c when two players encounter, without loss of 
generality, b is assumed to be greater than c and then both players will experience a net gain (b − c) > 0 if either 
of them makes the donation to the other one. Thus, this kind of game can be viewed as a particular instance of the 
famous PDG, without any doubt, the simultaneous cooperation leads to the better outcomes than the mutual defection 
as (b−c) > 0. Nevertheless, a unilateral defecting recipient will earn the highest payoff b, and the exploited donor will 
obtain the negative benefit (−c) by paying the cost of cooperation. Henceforth, the defection is the optimal strategy for 
one single round, but the scenario will change if the repeated interactions between the same pair of players have been 
allowed for multiple game rounds. The famous folk theorem [74] indicates that the cooperation can emerge for the 
repeated game by means of the so-called trigger strategy provided that the possibility for two agents to continuously 
play the game is sufficiently high in future rounds, that is, a rational player will not sacrifice the long-term benefit by 
only harvesting once during the period of multiple game rounds.

On the other hand, in the case of indirect reciprocity, any two players are prohibited to repeatedly interact with each 
other, that is, each player can participate in the game for many rounds, but never interact with the identical opponent 
twice. Accordingly, the defecting recipient can not be retaliated by the exploited donor, and then direct return between 
them is excluded. Another edition of indirect reciprocity allows two participants to play the game multiple times, 
but one player is always selected for the donor, the other always for the recipient, which renders the direct return 
impossible. Here, the explicit trigger strategy can still guarantee the Nash equilibrium for the cooperating action since 
no participants are willing to deviate it if all players adopt the triggering mechanism. However, from the perspective 
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Fig. 3. Three different types of indirect reciprocity. (a) upstream reciprocity means that player A first helps another one B, and then player B will 
help the player C; (b) downstream reciprocity indicates that player A helps his partner B, which is observed by the third player C, and then C will 
help A in the future; (c) generalized reciprocity implies that player A helps B at first, which is rightly observed by player C, then player C is affected 
by this action and decides to help another player D. Reproduced from [7].

of strategic thinking, pursuing the payoff maximization is the individual target for the game, and why not defect if 
one participant can obtain the higher payoff by exploiting the opponent? Once the defection is experienced by an 
individual, then the defection is adopted and spread, but it may take many game rounds to find the original defector, 
which will hurt many innocents and cause a havoc. Clearly, any retaliation should aim at the original cheater rather 
than the whole game group, which requires more specific information to discern the origin of defection. That is, we 
need to design the more detailed mechanism or rule to ensure the persistence of cooperation between unrelated agents.

As the persuasive reciprocity takes places among agents without any genetic relatedness or direct benefit, deeply 
understanding the role of indirect reciprocity in the human or animal society is much more significant for us to 
explore the evolution of cooperation. Thus, without lacking the generality, we will mainly focus on the impact of 
indirect reciprocity on the evolution of cooperation in what follows.

Under the framework of EGT, the indirect reciprocity is often divided into three types: upstream, downstream and 
generalized reciprocity, which is shown in Fig. 3. Among them, upstream reciprocity [Fig. 3(a)] means that player A
first helps another one B, then B experiences the benefit of reciprocity and thus decides to help the third party C. In 
downstream reciprocity [Fig. 3(b)], since player A helps his partner B at first, the third player C rightly observes this 
helping process and will help A in the upcoming rounds, that is, the altruistic act of player A in the previous round 
provides a good image and catalyzes the decision of C in later rounds. For the generalized reciprocity [Fig. 3(c)], 
player A helps B at first, which is rightly observed by player C, and then he will decide to help the fourth agent D
in the following rounds. In particular, upstream reciprocity can only promote the emergence of cooperation when 
combined with direct or network reciprocity, but downstream and generalized reciprocity can separately enhance the 
emergence of cooperation.

Up to now, most researches related with indirect reciprocity mainly concentrate on the downstream reciprocity, 
which relies on the reputation building and evaluation, we will review the recent progresses in more detail in the 
following sections. However, there are also some fewer works to involve the upstream indirect reciprocity [79] or 
generalized reciprocity [80,81]. As an example, van Doorn and Taborsky [82] indicated that the so-called generalized 
reciprocity or upstream indirect reciprocity can be viewed as a minimal mechanism to favor the evolution of coopera-
tion. Remarkably, they further discussed the impact of heterogeneous interaction patterns between individuals on the 
generalized reciprocity, and found that the average connectivity of social networks can greatly influence the spread of 
altruistic acts and sparse networks are more conducive to the clustering of cooperators, and especially emphasized that 
the community structure hidden the population can protect the altruists from being exploited. In fact, the spareness 
and communities [83] are two widespread traits of social interactions inside many real-world vertebrate biological 
systems including the fish, birds and even primates, and thus this finding is highly beneficial for us to understand the 
emergence of cooperation.

2.1.2. Reputation dynamics
As what mentioned before, the indirect reciprocity can favor the evolution of cooperation with the help of reputation 

dynamics. Among them, the key for the reputation dynamics to play the role involves whether it can effectively 
evaluate the individual goodness or badness during the strategy game, that is, how to construct the evaluation rule or 
model is the core of reputation dynamics. At present, the commonly used rules include the first-order, second-order 
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Table 1
The rules for various order reputation evaluations. According to the difference of information needed by the reputation evaluation, four typical rules 
are defined, which include the First-, Second-, Third- and Fourth-order ones, respectively. In addition, Number column indicates the number of all 
possible rules with the same order.

Evaluation rule Definitions Number Typical examples References

First-order just consider the action of donor 4 Image scoring [6]
Second-order simultaneously consider the action of donor and the status of recipient 16 Stern judging

Simple standing
[20,75,76]

Third-order simultaneously consider the action and status of donor, and the status 
of recipient

256 The leading eight rules [21,47]

Fourth-order simultaneously consider the action and status of donor, and the action 
and status of recipient

65536 Kandori’s rule [77,78]

and even higher-order models, which are based on the image or action for a pair of players at the specific game 
round, and their main properties for various reputation dynamics are summarized in Table 1. In what follows, we will 
introduce the key advances for these reputation dynamics in the recent years.

2.2. First-order reputation models

In this subsection, we will first introduce the main characteristics of first-order reputation evaluation based on the 
well-mixed population; Then, we review the recent progresses of first-order reputation evaluation, where the reputation 
mechanism is embedded into the structured population.

2.2.1. Well-mixed population
The first-order rule is the simplest reputation model to judge the goodness or badness of players, which is just based 

on the individual action (that is, cooperation or defection) at the last game round, that is, the donor will be evaluated 
as being good if he cooperates, or being bad if he defects. In particular, based on the well-mixing population, Nowak 
and Sigmund [6] seminally proposed an image scoring mechanism to explore the role of indirect reciprocity in the 
evolution of cooperation. In this model, a pair of players are randomly picked up and then the one is assigned as 
a donor while the other one is viewed as a recipient. The donor can decide to help the recipient with a fixed cost 
(c) or not, and the recipient will receive a higher benefit b (> c) if the donor cooperates or both parties will receive 
nothing if the donor defects. Meanwhile, the image score s for every individual participating in the donation game is 
recorded and publicly made within the whole population. Then, after each pair of interactions, the image score of each 
donor will be decreased or increased by one unit if he defects or cooperates, while the recipient will keep the score 
unchanged. Regarding whether the donor will donate to the recipient for each encounter between a pair of players, 
Nowak and Sigmund designed one typical strategy, which is determined by one specific number k, and the donor 
can only decide to cooperate only if the recipient’s image score is equal or higher than this number k. Based on the 
well-mixed topology, computer simulations and simplified theoretical analysis indicate that the indirect reciprocity 
can only take effect in the evolution of cooperation as follows: the donors have the opportunity to decide whether to 
make the donation to help another player with some cost c or not; for the donor, refusing to help can avoid the cost 
of cooperation and create the higher payoff in the short term, while in the long term, the helping act can accumulate 
the good image for donors and may therefore increase their opportunities to obtain the benefit as a recipient in the 
upcoming encounter. Furthermore, the discriminators who refuse to help the low-score players will pay a price by 
rendering their own scores to be reduced, which further creates the so-called social dilemma. Nevertheless, this type 
of altruistic punishment promotes the cooperation within the well-mixed population, which is also demonstrated to be 
plausible under other gaming scenarios including public goods game [84], ultimatum game [85] and trust game [86].

2.2.2. Structured population
As mentioned earlier, although the first-order model is very simple and direct, the promotion of cooperation is 

fairly obvious. Thus, it is interesting if we can further probe into the evolution of cooperation beyond the well-mixing 
topology. In fact, a variety of works explored the evolution of cooperation in static spatial or complex networks, where 
numerical simulations verified that heterogeneous scale-free networks can promote the cooperation to a higher level 
[6,7]. Also, some previous works discussed the evolution of cooperation on adaptive networks, where the links could 
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be broken up and reconnected, which can characterize the interactions between individuals more realistically [87–89]. 
Although reputation is inevitably involved within the human relationship, reputation-based games in adaptive social 
networks receive the little concern. To this end, Fu et al. [90] proposed a novel prisoner’s dilemma game model 
by considering the reputation effect, in which the links between nodes can be rewired so as to avoid the averse 
partner with lower reputation within the nearest neighborhood. In this model, they hypothesized that any player can 
obtain the reputation of his nearest and next-nearest neighbors. Meanwhile, it is also assumed that all participants of 
PDG can change their strategies by mimicking their nearest neighbors, or switching their partners to connect another 
player. In particular, the partner switching process can be defined in the following two ways: on the one hand, with 
the probability p, the focal player cuts down the link from one of nearest neighbors with the lowest reputation to one 
next-nearest neighbor, who has the highest reputation and is selected from his neighbors’ neighbors; on the other hand, 
with the complementary probability (1 −p), the focal one reconnects the link from the lowest-reputation neighbor to a 
partner randomly chosen from the whole population, which excludes their nearest and next-nearest neighbors. Through 
extensive numerical simulations, it is demonstrated that the stable and persistent cooperation can be accomplished in 
the networked PDG with the help of reputation-based partner switching process. In addition, it is also found that 
the denser networks of agents and the higher temptation to defect often lead to the more partner switchings, which 
is possible for players to keep the high reputation and then likely for the population to arrive at a higher level of 
cooperation. However, when the reputation is not considered in the partner switching process, the cooperation is 
usually less favored than the scenarios with reputation mechanism. All these results point out the pronounced role of 
reputation (i.e., indirect reciprocity) in the promotion of cooperation when individuals have a chance to dynamically 
adjust his partners, that is, the reputation or indirect reciprocity provides a feasible means to foster the cooperation.

However, it is often a little more expensive for us to obtain the accurate information about the individual reputation 
status, and then it is difficult to endow each individual with a completely cognitive power due to the cost or error 
of information transmission. Henceforth, it is significant to further explore the impact of incomplete reputation or 
indirect reciprocity information on the collective cooperation within the structured population. In Ref. [54], Wang 
et al. introduced a reputation inferring approach into the choice of potential strategy imitators, and found that this 
novel mechanism can powerfully promote the level of cooperation on multiple foundational networks and different 
evolutionary game models. In this work, it is assumed that each player can have the identical reputation inferring 
ability p during the game, which means that the focal agent deterministically selects the neighbor of the highest 
reputation with the probability p or randomly chooses one neighbor with the probability (1 − p) to perform the 
strategy update. Firstly, each player will calculate the game payoff by playing the game with the nearest neighbors 
according to the model of social dilemma, which includes the PDG and SD game (SDG) models. Then, the focal 
player will update his or her current strategy based on the evolutionary rule, that is, choose one neighbor to learn on 
the basis of reputation inferring. Here, all players have the same reputation 1 at the initial step and then perform the 
reputation update at the following steps according to the first-order assessment, which implies that the cooperation 
leads to the increment of individual reputation, while the defection makes the reputation unchanged. Finally, the 
focal player tries to imitate the strategy of chosen neighbor with the Fermi-like update dynamics. In terms of large 
quantities of numerical simulations, the current inferring reputation can greatly enhance the level of cooperation within 
the networked PDG or SDG population. Taking an example, in the weak PDG model (i.e., T = b, R = 1, P = S = 0), 
the density of cooperators (ρC) at the stationary state can be substantially elevated when the inferring reputation 
mechanism (IRM) is added into the networked population, whether the topology is the regular lattice, small world or 
random regular graph, as shown in Fig. 4. Furthermore, the proposed limited reputation is also incorporated into the 
snowdrift game and it is also found that the stationary cooperation level under the IRM will be enhanced a little higher 
when compared to the traditional SDG model as pointed out in [54].

As a further step, based on the first-order image scoring rule, Chen et al. [91] proposed an adaptive assortment 
mechanism to explore the evolution of cooperation for the spatial public goods game, and they found that this kind 
of assortment will substantially promote the public cooperation level at the steady state. In this study, the whole 
population is divided into two classes according to the specified reputation threshold: influential and non-influential 
agents, where the influential players will be assumed to own the higher strategy spreading ability. Initially, each player 
will be assigned as the cooperative or defective ones with the equal probability, and also be endowed with a specific 
reputation uniformly distributed within an interval [1, Rmax]. After that, each player will accumulate their payoffs 
according to the PGG model, and then perform the strategy update with the following Ferm-like dynamics,
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Fig. 4. Stationary density of cooperators (ρC ) as a function of the temptation to defect (b) in the weak PDG model on different networks: (a) 
Regular lattice; (b) Small world (SW) networks with the rewiring probability 0.1 and Random Regular Graph (RRG). It can be observed that, in 
comparison with the results of traditionally spatial version (TRS), the proposed inferring reputation mechanism (IRM) can foster cooperators and 
even the cooperation can prevail at a larger value of b. Related parameters are set to be L = 300 (Lattice size), K = 0.1 (amplitude of noise), 
MCS = 2 × 105 (MCS time steps) and p = 0.5 (reputation inferring probability). Reproduced from [54].

Fig. 5. Stationary density of cooperators (ρC ) as a function of the synergy factor (r) in the PGG model on the spatially regular lattices. It is 
shown that the proposed reputation assortment can greatly enhance the cooperation level of PGG when compared to the traditional PGG. Within 
the moderate ranges of r , the more reputation assortment threshold (Rc ), the large the value of ρC . Related parameters are set to be wy = 0.001
(multiplicative imitation coefficient of non-influential players), L = 200 (Lattice size), Rmax = 100 (Maximum value of reputation), MCS =
5 × 104 (MCS time steps) and K = 0.5 (amplitude of noise). Reproduced from [91].

Prob(sx ← sy) = wy

1

1 + e
(�x−�y)

K

(5)

where �x and �y represent the cumulative payoffs of player x and y, and K means the strategy selection strength, 
while wy denotes the multiplicative coefficient determined by the reputation value Ry of player y. A specific threshold 
Rth is used to judge whether player y is influential or non-influential, and player y is influential if Ry ≥ Rth, or else 
player y is non-influential. Henceforth, they set wy to be 1.0 for the influential player y, but to be w ∈ (0, 1) for the 
non-influential player y. At the same time, each player will increase or decrease their reputation by one unit if he 
cooperates or defects at this game round, and also Rx ∈ [1, Rmax] is always kept in this model. Lots of numerical 
simulations indicate that the level of public cooperation will be largely elevated, and typical results are depicted in 
Fig. 5. It can be observed that the introduction of reputation mechanism will enhance the density of cooperators within 
the population at the stationary state under the identical synergy factor r , to be specific, the minimum r leading to the 
appearance of cooperators or full cooperation will decrease little by little as the reputation threshold increases. In order 
to further scrutinize the role of adaptive reputation assortment in the spatial PGG model, interacting patterns between 
two different strategies on the lattice can be illustrated as Fig. 6, where panel (a) denotes the distribution of cooperators 
(blue) and defectors (red) at the initial time step (MCS = 0) and there does not present any characteristic clustering 
patterns, the following panels [from panel (b) to (f)] all evolve from panel (a) and the cooperative clusters can be 
effectively exhibited here as the reputation threshold Rth increases. In particular, many high-reputation cooperators 
are often organized into giant clusters surrounded by a few low reputation cooperators so that they can ensure the 
survival of cooperators by creating the hierarchical structure from cooperators to defectors; while for defectors, the low 
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Fig. 6. Characteristic snapshots between cooperators and defectors with different values of reputation at (a) MCS = 0 and (b-f) MCS = 5 × 104

on the spatially regular lattices. In panel (a), all players are randomly distributed onto the lattice, where red dots are defectors and blue dots denote 
cooperators; Meanwhile, each one takes a random reputation value from the interval [1, 100]. From panel (b) to (f), as Rth increases from 60 to 
98, snapshots of cooperators and defectors at the stationary state are pictured, where red (R ≥ RC ) and pink (R < RC ) dots denote defectors, 
while blue (R ≥ RC ) and cyan (R < RC ) dots represent cooperators. Among them, the synergy factor of PGG is set to be r = 3.3 and other model 
parameters are identical with those in Fig. 5. Reproduced from [91].

reputation agents can dominate the population and develop into a very giant cluster, but cannot devour all cooperators 
although some defective agents have penetrated into the cooperative clusters. As Rth increases, the size of cooperative 
clusters will also become larger and larger, and even fully dominate the whole population when Rth is equal to 98, as 
displayed in Fig. 6.

Very recently, we further introduce the first-order reputation dynamics into the trust game modeling inside the 
structured population, and propose a novel trust game model with an adaptive reputation adjustment [92], in which 
investors, trustworthy trustees and untrustworthy trustees compete for assets subject to a third-party evaluation system 
that oversees and modifies each individual reputation. When compared to the standard trust game in heterogeneous 
social networks [64], the introduction of reputation further boosts the proliferation of trust between individuals, and the 
trust level can be maintained at a high level even if the social dilemma is quite hard in the trust game. As illustrated 
in Fig. 7, we plot the average number of final agents and global wealth as a function of the ratio of temptation to 
defect rUT for different values of the degree of rationality α. It can be clearly seen that α = 0 leads to the completely 
irrational trust between individuals and then creates the dramatic drop for the investors, trustworthy trustees and global 
wealth when the temptation to defect is augmented, which is almost same as the standard case in [64]. As α increases, 
the introduction of reputation effect substantially promotes the evolution of trust, where the mutual benefit between 
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Fig. 7. The evolution of trust behaviors for different values of the degree of rationality α on a scale-free network with the average degree 6. From 
panel (a) to (d), the average number of final agents (investors KI , trustworthy trustees KT , untrustworthy trustees KU ) and global wealth (GW ) 
are plotted as a function of the temptation to defect (rUT ) here. It can be clearly shown that, when compared to the traditional trust game (α = 0), 
and trust level [panels (a), (b) and (d)] is greatly increased as α increases from 0.1 to 0.5, but the untrustworthy behavior [panel (c)] is largely 
inhibited. For each value of α, the ratio of temptation to defect rUT increases from 0.1 to 0.9 with the step size 0.02. Other model parameters 
include the reputation threshold RC = 3.0, trustworthy gaining factor RT = 6, while the proportion of various types of agents ProI , ProT and 
ProU are initialized to be 0.3, 0.3 and 0.4, respectively. Reproduced from [92].

investors and trustworthy trustees becomes more stable and persistent, and then renders that the trust and cooperation 
can be kept even under a harder social dilemma. Meanwhile, the ranges of untrustworthy trustees are further squeezed 
in the improved trust game model. Afterwards, we take the cost of reputation building into account and explore how 
the heterogeneous reputation cost for each individual affects the evolution of trust and cooperation [93], and it is again 
revealed that trust and trustworthiness could still emerge and persist even if reputation building is costly.

2.3. Higher-order reputation models

Under some realistic cases, first-order evaluation is not enough to perform the objective assessment, and thus 
higher-order rules are necessary. Here, we will first introduce the higher-order reputation rules up to the fourth-order 
within the well-mixed population. Then, higher-order reputation is added into the structured population, and we will 
review the related works in detail.

2.3.1. Well-mixed population
The first-order rule points out the impact of reputation dynamics on the evolution of cooperation, but what really 

matters is how to define the goodness or badness for a player’s action. As cooperating with a bad player can elevate, 
or defecting with a good one can reduce the image score of the current mover, the player’s kind action can be easily 
exploited by free riders, which may lead to the demise of cooperators. Thus, just considering the action or move of a 
player during the game is not sufficient to maintain the stable cooperation, and further mining the hidden mechanism 
behind a specific action is significant to build a reasonable evaluation regime.

To be particularly mentioned, Kandori [77] seminally investigated the social norms by the game theory, and found 
that the cooperative and individually rational strategy could be sustained with the help of reputation information, 
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where the reputation update rule generally relies on four types of information including: (i) the current reputation of 
a focal player, (ii) the current reputation of his opponent, (iii) the action of a focal player, and (iv) the action of his 
opponent. Henceforth, the fourth-order evaluation is reached if the above-mentioned factors are all considered, such as 
[78]. On the contrary, in the work of Nowak and Sigmund [6], the discriminator just made the evaluation on the focal 
player based on (iii), and then it is called the first-order evaluation, as illustrated in the previous section. Meanwhile, 
Takahashi and Mashima [94] performed the evaluation according to (ii) and (iii), which is then called the second-order 
evaluation, and several typical rules, which include stern judging, simple standing, shunning and even image scoring, 
can also come down to this category.

As a further step, Ohtsuki and Iwasa [21,47] systematically investigated the reputation dynamics and discovered 
that eight main rules, named after the leading eight, can lead to the evolutionarily stable state, which uncovered the 
role of reputation dynamics in the evolution of cooperation to the full. In their model, each player will be evaluated 
as a binary score, named after the H -score, to be 1 (good) or 0 (bad) based on the criteria (i), (ii) and (iii), that is, 
the third-order evaluation. To be specific, the reputation dynamics d is characterized as (dijX), where i, j = 1 (good) 
or 0 (bad), X denotes the behavior strategy of the focal player, cooperating (C) or defecting (D), and each element 
is recorded to be 1 or 0 meaning the goodness or badness. That is, for a social population adopting the reputation 
dynamics d , the H -score of the focal player (say, F1) will be assigned to be dijX if (1) H -score of F1 is i, (2) 
H -score of F1’s opponent (e.g., F2) is j , and (3) the action or move of F1 towards F2 is X. Taking an example, 
reputation dynamics d = (d00D, d00C, d01D, d01C, d10D,d10C,d11D,d11C) = (0, 1, 0, 1, 0, 1, 0, 1) prescribes that just 
H -score of those who take the cooperating action will be 1 and will be abbreviated as d = IMAGE (i.e., image scoring 
rule [6]). Likewise, reputation dynamics d = (d00D, d00C, d01D, d01C, d10D, d10C, d11D, d11C) = (0, 1, 0, 1, 1, 1, 0, 1)

means the standing rule, which is usually written as d = STAND for short. It is quite clear that IMAGE rule evaluates 
the focal agent as good or bad just by checking his action to be cooperative or defective, while the STAND norm 
needs to simultaneously consider their action and reputation status, and the only difference between these two rules is 
d10D . Thus, the method of distinguishing them is to check the reputation status of the good player if he defects a bad 
opponent, which is good for the STAND rule, but it is bad for the IMAGE one. Considering all possible combinations 
of (i, j, X), it can be inferred that we can have 28 different reputation dynamics as demonstrated by Ohtsuki and Iwasa 
[21,47]. Among them, eight kinds of reputation dynamics, that is, the leading eight, have been proved to evolutionarily 
stable through theoretical analyses and extensive numerical simulations, and hold the following common features

d(∗,1,C) = 1, d(∗,1,D) = 0, d(1,0,D) = 1 (6)

where 1 and 0 stand for the H -Score of corresponding players, and the asterisk (*) denotes a wild card. Eq. (6) implies 
that (1) a player who cooperates with another high H -Score opponent will be evaluated as good (i.e., H -Score = 1) in 
the subsequent round, but the player defecting against the good opponent will be thought to be bad (i.e., H -Score = 0) 
at the next round; (3) a good player’s defection against the bad opponent will be justified, that is, he still holds the good 
reputation (H -Score = 1) next time. Thus, the main characteristics can be outlined in the upper region of Table 2.

After the reputation dynamics are well defined, the behavior strategy (p) is also important to maintain the ESS 
dynamics. As shown in the lower region of Table 2, corresponding to the good status in the upper part, there are three 
elements common to the leading eight as follows

p(1,1) = C, p(1,0) = D, and p(0,1) = C. (7)

But the action strategy can be either C or D when two agents with bad reputation meet together, shown as the fourth 
element (∗∗) in the lower table of Table 2. However, once the specific reputation dynamics is fixed, p(0, 0) is specified 
to be C or D for each strategy pair (d, p). In fact, after thoroughly checking the properties of all possible pairs of 
reputation dynamics and behavior strategies (in total 28 ∗ 24 = 4096), Ohtsuki and Iwasa [21,47] showed that the 
condition for the leading eight pairs of (d, p) is rightly the desirable social norm since the population can maintain 
the non-trivial level of cooperation even under small errors.

Recently, by means of donation game and binary reputation, Santos et al. [19] further explore the role of social 
norms and action rule in the evolution of cooperation within the well-mixed population, and up to the fourth-order 
social norms regarding the reputation evaluation are exhaustively searched. Different from Kandori [77], they build 
the fourth-order model of reputation dynamics, which incorporate the current reputation and action of the donor, and 
the past and current reputation status of the recipient. Meanwhile, they proposed a complexity index κ , which ranges 
from 0 to 32, to characterize the performance of social norms on the basis of logical reduction of Karnaugh map, 
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Table 2
The common features of the leading eight social norms. The upper table: 
the reputation dynamics d defines the reputation of a focal player at the 
next round. Four columns denote the different reputation pairs between 
the focal player and his opponent. 1 or 0 inside the table means good 
or bad, respectively, and 11, 10, 01 and 00 at the top are the possible 
combinations of reputations for the focal player (the first digit) and his 
opponent (the second digit). C or D in the left indicates the action of the 
focal agent, i.e., C or D implies the cooperation or defection. Asterisk 
(*) is a wild card, which means that 1 and 0 are both possible in the 
leading eight. The lower table: the behavior strategy p prescribes the 
action of the agent. Three elements labeled as C or D mean that they 
are common to the leading eight social norms. The double asterisks 
(**) could be C or D, which is dependent on the adopted norms. It 
is C provided that d(00, C) = 1 and d(00, D) = 0, otherwise it is D. 
Reproduced from [47].

d: 11 10 01 00

C 1 * 1 *
D 0 1 0 *

p: C D C **

found that social norms of the same order can hold distinct complexity index κ . Large quantities of simulations and 
theoretical analyses demonstrate that the optimal social norm leading to the highest cooperation level (> 90%) has 
often the lower index κ , and its performance becomes even more evident when we take a complexity cost γ ∈ [0, 1]
into account during the decision process. Also, the results indicate that simple moral principle based on the lower 
complexity index κ can induce the prevailing of cooperation even under the very complex environments.

So far, most works focus on the assumption that the individual reputation is evaluated by the third-party observer 
and publicly available, that is, the reputation status is based on the indirect observation and perfectly synchronized 
so that all players will have the same image on the donor’s action. However, under some realistic conditions, some 
individuals may often make the judgment or evaluation according to their own interactions or experiences, leading 
to the distinct opinion or assessment on the identical action or individual. To this end, Hilbe et al. [95] investigate 
the indirect reciprocity when reputation information is private, noisy and even incomplete, and they systematically 
explore the evolutionarily stable performance of leading eight social norms. They demonstrate that the leading eight 
strategies may lose the advantages in the evolution of cooperation when the related information is erroneous or noisy. 
As an example, the stern judging strategy is highly successful and even leads to the full cooperation under the publicly 
available information, but may inaccurately make the judgment and result in the full defection when the informa-
tion is private or incomplete. Thus, their results point out the importance of reliable information transmission and 
synchronized reputation to foster the cooperation and build the moral evaluation systems.

To be particularly mentioned, the building of reputation system relies on the individual reporting when the interac-
tion between two opponents can be reported in time, it is worth being explored when the reputation building involves 
the reporting cost [96], which may impede the diffusion of reputation. In addition, the reputation evaluation can be 
also combined with the reward or incentive [97] and punishment [98–100] to further comprehend the role of reputation 
in the evolution of altruistic behaviors.

2.3.2. Structured population
Although the reputation dynamics and behavior strategy have been explored in depth, the interacting topology is 

often assumed to be well-mixed, that is, any pair of players can directly encounter with each other or the topology 
is fully connected. However, the underlying topology among the population, in real-world systems, is far from the 
well-mixing topology, but exhibits the structured properties, which include the homogeneous mixing, small-world 
effects [101,102] or scale-free characteristics [103,104]. Thus, it is significant to explore the cooperative behaviors 
with reputation assessment within the structured population.

Along with the work of Chen et al. [91], Dong et al. [105] further investigated the impact of second-order reputa-
tion evaluation on the cooperation behaviors in the spatial prisoner’s dilemma game, in which the underlying topology 
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Fig. 8. Density of cooperators ρC at the stationary state as a function of temptation to defect b for 4 second-order evaluation rules. From panel (a) 
to (d), the second-order evaluation rules are set to be stern judging, simple standing, shunning and image scoring, respectively. It can be observed 
that the second-order evaluation rule can obviously affect the cooperation behaviors among agents, and ρC can be tremendously augmented in 
comparison with the traditional case without any reputation mechanism. Regarding the model parameters, strategy update pre-factor ωj is set to be 
0.05, Monte Carlo step MCS is 50000, reputation step p is 5 and lattice size L is 100. Reproduced from [105].

is not well-mixed, but the regular lattice with Von-Neumann neighborhood (i.e., each player will have just 4 nearest 
neighbors and its degree is fixed to be 4). In this work, built on four pragmatic second-order reputation rules including 
the shunning, stern judging, image scoring and simple standing, an adaptive reputation update mechanism is con-
structed, where the different reputation increment is exerted when a central player takes the different action against 
the good or bad partner. Meanwhile, a specific reputation threshold Z is introduced to divide players into two classes: 
good or bad ones, that is, the player i will become good and hold the highly influential power during the behavior 
strategy update if his reputation value Ri is larger than or equal to Z, or bad otherwise. Fig. 8 illustrates the density of 
cooperators ρC at the stationary state as a function of temptation to defect b for 4 second-order evaluation rules. It is 
clearly shown that the introduction of reputation can highly promote the collective cooperation within the structured 
population under 4 second-order evaluation rules, when compared to the traditional prisoner’s dilemma game model. 
Moreover, from panel (a) to (d), the solid squares with the black line stand for the results of the traditional PDG 
model, where no reputation effect is considered, and other colored symbols denote the results for various reputation 
thresholds, where Z is varied from 60 to 98, and ρC is usually larger when Z is higher. However, to be mentioned 
particularly, in panel (c), the shunning rule is adopted and it is difficult for good players to have a chance to interact 
with each other when Z is very high. Furthermore, the cooperation tends to be extinct for the traditional PDG model 
when b approaches around 1.04, but the maximum value leading to the extinction of cooperation (bc) has been greatly 
increased under the second-order reputation dynamics, which means that the introduction of reputation assessment 
has significantly fostered the cooperation; Also, we can also find that bc becomes larger and larger as the reputation 
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Fig. 9. Fraction of cooperating actions < C > at the stationary state as a function of donation benefit b and intolerance threshold H0 for 4 second-
order evaluation rules. From panel (a) to (d), the second-order evaluation rules are set to be shunning, stern judging, image scoring and simple 
standing, respectively. Similar to Fig. 8, second-order evaluation rules immensely determine the fate of cooperation, where the stern judging greatly 
suppresses the evolution of cooperation, but other three rules foster cooperators within the large range of parameters. Model parameters are set to 
be N = 2500, M = 5, c = 1, h = 0.5, K = 1 and w = 0.165. Reproduced from [115].

threshold Z is increased. As a further step, the third-order evaluation rule is carried out in the spatial public goods 
game [106], and the fourth-order assessment is to be explored in the future.

Furthermore, the aforementioned theoretical works just carry out the reputation assessment according to the recent 
action and reputation status of players [107–109]. At the same time, the tit-for-tat (TFT) [110] and win-stay-lose-shift 
(WSLS) [111] can be also viewed as the classical memory-one behavior strategy. However, some historical infor-
mation more than one step (e.g., the action strategy or reputation status in the recent several game rounds) could be 
beneficial for actors to make the optimal strategy choice in the upcoming game rounds [112–114]. To this end, Xia 
et al. [115] proposed a new second-order reputation evaluation model with memory in the spatial donation game to 
further illustrate the evolution of cooperation within the structured population. In their model, the donation game is 
used to characterize the interplay between agents, who are placed on the square lattice with Moore neighborhood (i.e., 
each agent has 8 nearest neighbors) and stochastically initialized as the unconditional cooperators (ALLC), uncon-
ditional defectors (ALLD) and discriminators (DISC) with the equal probability. The system evolution proceeds 
according to the generation, which is divided into the fine-grained periods. During each period, the donor with DISC

strategy will perform the weighted assessment on the basis of past actions of the recipient in accordance with 4 classi-
cal second-order rules, which include the shunning, stern judging, image scoring and simple standing ones. After that, 
the intolerance threshold (H0) is introduced to determine whether the donor will give the donation to the recipient. At 
end of each generation, all individuals have the opportunities to synchronously update their current strategy according 
to the Fermi-like dynamics. In Fig. 9, for 4 different second-order evaluation rules, we depict the average fraction of 
cooperating actions at the stationary state as the donation benefit b to the recipient and the intolerance threshold are 
varied. From panel (a) to (d), the assessment rule corresponds to the shunning (a), stern judging (b), image scoring (c) 
and simple standing (d), respectively. It can be generally observed that, on the one hand, a very low donation benefit 
b ∼ 1 does not mean the altruistic donation since the incentive is not high enough; on the other hand, for the higher 
values of b > 1, the level of cooperation hinges on the combination of b and H0 in different ways under 4 distinct 
evaluation rules. In panels (a) and (b), low H0 encourages the donation behavior, but high H0 hinders the persistence 
of donation, while in panel (d), the converse phenomenon is displayed, that is, high H0 leads to the better situation 
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when compared to the case of low H0. To our surprise, in panel (b), the cooperation is very hard to maintain provided 
that the stern judging rule is adopted, which is different from some previous works without any memory or intolerance 
effect [19,47,95].

3. Experimental evidences

As is well-known, the evolutionary game theory provides a unified framework to explore the persistence or emer-
gence of cooperation, and also the related theoretical researches offer the profound insights into the evolution of 
cooperation. However, in order to carefully scrutinize the evolutionary decision process of cooperation within the hu-
man population, the laboratory-based experiments are commonly used to validate the aforementioned mechanisms to 
foster the cooperative behaviors. Among them, the theoretical researches often propose some mechanisms, quantities 
or indexes, and then explain the reasons being conducive to the cooperation; Nevertheless, the experiments illustrate 
the human cooperation from two directions, one is to examine what kind of phenomena can emerge when the specific 
incentive mechanism and interaction structure are preset within the human subjects, and the other is to explore the 
internal mental decision or cognitive procedure influenced by some mechanisms in sociology or psychology.

Here, firstly, we will review the recent experimental progresses regarding the role of reciprocal mechanisms and 
reputation effects in the evolution of cooperation, and the interacting topologies inside the population are usually not 
considered at this time. Then, we introduce the advances of network reciprocity based on the laboratory or online 
Internet experiments so that the impact of interaction topologies on the human cooperation can be further examined.

3.1. Reciprocal mechanisms

In general, reciprocal mechanisms include the direct and indirect reciprocity. In this subsection, we will first outline 
some results based on the experiments to discuss the role of direct reciprocity. After that, combined with the reputation 
effect, we will present some experimental works on indirect reciprocity, which further contribute to the understanding 
of altruistic behaviors among the human population.

Direct reciprocity involves the repetitions between two players, and then repeated game models, such as repeated 
PDG, are frequently used to conduct the experiments within multiple human subjects. A basic consensus is that 
agents tend to adopt the cooperation strategy [44] provided that the interaction will happen with a higher probability 
in the future, where the probability indicating a pair of players to interact with each other is typically fixed in many 
experiments. Even if errors are introduced [116] during the strategy evolution (i.e., performing the move or imitation), 
the repetition still favors the cooperation, which well agrees with the theoretical predictions in Ref. [117]. Meanwhile, 
as pointed out by Axelrod [1], TFT is a simple yet successful strategy to win the high level of cooperation in the 
repeated PDG without any noise. Under the noisy environments, Nowak et al. further developed the Generous TFT 
[44] or WSLS [45] schemes to effectively enhance the altruistic behaviors among players performing the repeated 
games, which are also successfully observed in several other experiments [23,118,119].

Although the repetition has been proved to be effective in the 2-person pairwise PDG, the situation may become 
much more complex when multiple players are involved within the interaction simultaneously and repeatedly. In the 
framework of EGT, we utilize the public goods game (PGG) to characterize such group interaction, which is called 
another form of n-person PDG and has been fully outlined in Sec. 1. Here, we need to mention that the targeted 
interactions within the group are impossible, that is, if one player donates a higher amount to the common pool than 
another one, one third-party group member cannot selectively reward the former or punish the latter. Henceforth, any 
third-party member can only reward or punish both of them at the same time by donating a higher or lower endow-
ment, which then renders the cooperation not to thrive in the repeated PGGs in the laboratory experiments [81,84,120]. 
Therefore, in order to stabilize the evolution of cooperation, the pairwise reward and punishment are usually intro-
duced into the repeated PGG so that the cooperation can be effectively promoted [121,122]. In addition, some recent 
experiments [123,124] also demonstrated that antisocial punishment can occur in the cross-cultural environments, 
which prevents the evolution of cooperation and indicates that targeted interactions need to be applied properly.

All in all, the related experiments probing into the connection between the 2-person and n-person repeated games 
point out the high power of direct reciprocity to enhance the level of cooperation within the human groups. In fact, 
the results in the repeated PGG have also manifested that direct reciprocity is inevitable to correlate with indirect 
reciprocity since punishing a low contributor not only receives the following reciprocation, but also does harm to the 
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image score of other members within the same group (i.e., indirect reciprocity). Therefore, as pointed out in [23], 
developing theoretical models to explore the interplay between direct and indirect reciprocity is a very promising 
direction in the field of EGT, and then the related human experiments can be further devised to validate them.

3.2. Reputation effect

As the aforementioned theoretical studies have demonstrated, indirect reciprocity is a powerful means to promote 
the evolution of cooperation among human subjects without direct and repeated interactions, which often requires 
the help of reputation mechanism [22,23]. Thus, extensive experiments based on the laboratory or online platform 
are conducted to further explore the role of reputation or indirect reciprocity in the emergence and persistence of 
cooperation [24–26].

The basic experimental setup is deployed as follows. In order to test the indirect reciprocity, a group of human 
subjects anonymously enrolled at the laboratory or on Internet are endowed with an initial capital, and then performed 
the game for a series of rounds according to the specified game model and rule. Meanwhile, face-to-face contacts are 
prohibited to eliminate the confounding effects and some historical information related with past actions are provided 
to assist the decision of players at the current game round. Finally, the eventual scoring points at the end of game 
experiments are changed into the actual cashes in terms of the specific requirements stated in advance. For various 
given experiments, many parameters can be modified to reflect the purpose of experiments, such as the ratio of cost-
to-benefit, the number of game rounds, the size of the population, the size of interacting neighbors, the richness degree 
of information of past actions and even the social and cultural backgrounds of players.

Based on the donation game, where the donor will pay the cost c for the benefit b (> c) of his recipient, many 
experiments have found that a substantial fraction of donors are willing to make the donation during the game evolu-
tion, in particular for the lower cost-to-benefit (c/b) and larger initial endowment, that is, indirect reciprocity is often 
persuasive within the population. Meanwhile, several works [22,125,126] have indicated that players who frequently 
donated previously, especially towards opponents who are also cooperative, will receive much more help in the up-
coming rounds, that is, having a good reputation is valuable and past cooperating actions will help to build a good 
reputation within the population, which in turn attracts the benefits in the future. In Fig. 10, the repeated PD game 
is played within different human subjects, and it can be observed that considering the reputation can greatly enhance 
the level of cooperation when compared to the case without any reputation mechanism. Meanwhile, if the value of 
reputation can be quantified and traded [22], the trading of reputation may create a positive or negative impact on the 
level of cooperation within the human population, which is dependent on how the game is set up and the reputation 
is evaluated. Although the reputation trading promotes the cooperation when compared to the scenarios without any 
reputation information, allowing the trading of reputation has undermined the cooperation and reputation to a certain 
extent.

Cuesta et al. [127] carried out 24 experiments involving 243 participants in the laboratory to demonstrate the 
role of reputation in the cooperative behavior and network formation inside human groups. In their work, human 
subjects played an iterated weak prisoner’s dilemma on a dynamic network, where the cooperative players can be 
allowed to cut links with their defective neighbors with bad reputation. The experiments indicate that the implicit 
punishment mechanism needs the reputation information of partners to play as a cooperating actor, and then the 
reputation of cooperative players drives the reconfiguration of the underlying network. In addition, they also reveal 
that the memory plays a substantial role in the evolution of cooperation and network formation process. Meanwhile, 
of particular significance, the experiments provide a convincing evidence that the reputation can be quantified with 
a weighted score between the average fraction of cooperating actions and the last action conducted, which is greatly 
important to develop some potential applications in the commercial practice, as illustrated in Fig. 11. After that, 
they [128] further assume that the individual reputation can be faked or modified by paying a cost, and it is found 
that the cooperation can still be maintained at the expense of honest human subjects, who are cheated by dishonest 
participants.

Indirect reciprocity is even embedded into the PGG so as to resolve the tragedy of the commons [129]. Fig. 12
depicts the evolution of public cooperation under the game experiments, where the PGG may be played alternately 
with indirect reciprocity game (IRG) or not. It can be observed that, in the first 16 game rounds, the cooperation can be 
always maintained at a higher level if the PGG is alternated with IRG, as shown in the blue circles; however, when PPG 
and IRG are conducted respectively, the level of cooperation will be decreased continuously within 8 PGG rounds, 
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Fig. 10. The evolution of cooperation with different game setup and reputation assessment. Here, repeated PD game is played within distinct hu-
man subjects. From top to bottom, the experiments are carried out under the standing assessment without trading (Green diamonds), the standing 
assessment with trading (Red triangle), the alternative assessment with trading (Black solid circle) and the control without any reputation informa-
tion (Blue open circle), respectively. For the standing or alternative assessment rule, one of the leading eight, cooperating with a good player or 
defecting against a bad one is evaluated as good, on the contrary, defecting against a good player or cooperating with a bad one is thought to be bad, 
where two players have different reputation status or both have a good position. However, if two bad players meet together, two rules have different 
assignments: in the standing rule, the cooperating action leads to the good reputation, but the defecting action creates the bad reputation; while for 
the alternative assessment rule, the cooperation creates the bad reputation, and the defection results in the good one. It is obvious that introducing 
the reputation has greatly enhanced the level of cooperation within the population, but allowing the trading of reputation (i.e., buying or selling 
for the good reputation) undermined the total cooperation and reputation when compared to the reputation setup without any trading. Reproduced 
from [22].

afterwards the cooperation will be greatly enhanced as 8 continuous IRG rounds are performed. In the last 4 game 
rounds, only PGGs are carried out within human subjects, and the cooperation can be sustained at the higher level if 
the human subjects are not informed in advance. Nevertheless, if we publicly announced that IRG is not performed 
and PGG is played until the end of the experiments, the cooperation will quickly drop to zero since subjects lack the 
motivation to maintain the reputation. Hence, the indirect reciprocity—“first give and you will receive the benefits in 
the future”, is built on the basis of individual reputation, which can aid to greatly enhance the level of cooperation, 
and the experimental results in [129] demonstrated that alternating rounds of PGG and IRG, which needs to maintain 
the reputation, contributes to the common pool at a higher level and creates the larger profits for all participants.

As mentioned above, indirect reciprocity could be successful only if the individual reputation information can be 
effectively and reliably propagated within the population. However, the direct observation or assessment between 
any two players is not realistic, and gossip could be used as a potential tool to indirectly transmit the reputation 
information between players although each person may maintain a private list of the reputation of other ones [130]. 
Among them, Sommerfeld et al. [131] made some empirical studies to explore the role of gossip about the social 
reputation in the games of indirect reciprocity, and found that the gossip has a strong impact on the resulting behavior 
even though players can simultaneously access the original information and the related gossip. Furthermore, they also 
showed that gossip about cooperators is often more positive than that for defectors and gossip comments will transmit 
the social information successfully, and the tendency of cooperation becomes higher when participants meet with the 
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Fig. 11. Reputation is depicted as a weighted score between the average fraction of cooperating actions and the last action strategy. If the order of 
actions in the past rounds is sorted in ascending order, those corresponding relationships between the last action and fraction of cooperating actions 
can not be distinguished statistically, which hold both for the memory length m to be 3 (a) and 5 (b). Also, the fitting formula can be characterized 
as a typical linear relationship r = wClast + (1 − w)C̄ , and the weight w could be 0.280 for m = 3 (c) or 0.165 for m = 5 (d). Reproduced from 
[127].

Fig. 12. The evolution of cooperation driven by the alternate game between PGG and indirect reciprocity game (IRG), the abscissa depicts the 
game round (total 20 rounds) and the ordinate means the fraction of cooperating actions within each group of 6 persons. In the first 16 rounds, the 
solid symbols denote the PGG and empty ones stand for the IRG; on the one hand, PGG is alternated with IRG, which is shown in blue symbols; 
on the other hand, continuous 8 PGG rounds are played at first and then 8 IRG rounds are performed. For rounds 17 − 20, groups under the 
above-mentioned scenarios will both play the PGG, in which human subjects are informed, only PGG is played from now on until the end (red 
squares) or not informed (red diamonds). Reproduced from [129].

positive gossip, not the negative one. As a further step, they still demonstrated [132] that multiple types of gossip 
about the same information provides a better description of personal behaviors, and thus fake or inaccurate gossip is 
non-influential only if it is not in the majority. Meanwhile, it is also found that the reciprocity is positively correlated 
with trust and reputations transmitted via gossip, and then rendered the level of cooperation to be further promoted.
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Besides this traditional form of reputation diffusion, Internet has dramatically enhanced our ability to build large-
scale reputation systems among strange agents. Taking an example, online electronic markets (such as eBay [133], 
Jingdong and Taobao) and even third-party websites (such as Yelp.com and dianping.com) have constructed the spe-
cialized reputation systems, which provide online platforms for buyers to rate sellers, and thus hold the great economic 
values to have a good reputation. On the one hand, these online reputation systems can prompt the sellers to keep the 
good image in order to attract more customers in the future; on the other hand, they can aid the clients without local 
information or experiences to reliably buy the high-quality products or services. Henceforth, the online rating systems 
will create huge economic incentives for various businesses to earn good reputations.

In particular, the reciprocity may be discovered for agents between different species, for example, capuchin mon-
keys can observe the behavior of humans around them and will not accept food from those who has not provided help 
to the third parties [134]. Also, humans are extremely sensitive to the possibility of being observed by any third party, 
and humans become more pro-social even if they are watched by a robot without true eyes or the desktop background 
of a computer is furnished with a pair of stylized eye-spots [135].

Meanwhile, another challenge for IRG is the ability to justify the defection of participants against ones with a bad 
reputation, which involves the complex reputation rules to evaluate the action of players. Since the defective players 
accumulate the lower reputation values, why do the participants need to cooperate with them? Also, the defection 
against these players should not tarnish your name. Thus, beyond the first-order rule [136], building the higher-
order reputation models based on the individual action and their goodness status is necessary, and the corresponding 
experimental evidences are still absent, which deserve the further trials in the future.

In addition, how to understand the underlying mechanism of reciprocity or pro-social behavior is an intriguing 
topic from the perspectives of social cognition [137]. Among them, the reciprocity between individuals receives the 
concern in the field of child psychology, and explores the emergence of pro-social behaviors among children through 
some field experiments. As an example, Geraci and Surian [138] have shown that 16-month-old infants can own the 
ability to identify the fair donor in a manual choice task. To be similar, Schmidt and Sommerville [139] have found 
that there exists a strong correlation between the longer looking times at unfair distributing actions and the tendency 
to share a toy under an unfamiliar condition for 15-month-old infants. After that, Meristo and Surian [140] further 
demonstrated that 10-month-old babies anticipate the third parties to take the positive action towards those fair donors 
who have evenly allocated attractive resources among recipients, not for unfair donors, that is, even the infants are 
able to evaluate the action of participants based on their distributing behaviors and create the expectation towards 
the third-party behaviors. As a further step, many works [141–143] are devoted to the studies on the psychological 
mechanisms to promote the emergence of pro-social behaviors within young children, which involve the positive social 
emotion, behavior imitation, moral assessment and individual cognitive ability. Furthermore, Beeler-Duden and Vaish 
[144] performed the experiments among 3-year and 4-year old children to explore the development and emergence of 
children’s upstream reciprocity, found that it were 4-year old children to present the evidences of upstream reciprocity, 
but not for 3-year old ones. Meanwhile, among 4-year old children, the gratitude-like mechanism was found to support 
the persistence of upstream reciprocity, that is, those children who received help will assess their donors actively 
and maintain this form of reciprocity. Taking together, the infants can perceive and evaluate the direct or indirect 
reciprocity, which may provide some intriguing evidences for reciprocal mechanisms to function in the evolution of 
cooperation within the rational population.

3.3. Network reciprocity

Most previous works [8,9,12–15] related with the evolution of cooperation often assume that the population is well 
mixed, especially for large-scale groups, which means that the population structure is neglected and participants are 
difficult to group into clusters to avoid the demise of cooperation. In fact, many real-world systems usually exhibit 
the spatial or networked structure characteristics to some extent, that is, beyond the well-mixing topology hypothesis, 
human subjects will be placed on spatial or complex networks during the experiments, where the structure may be 
fixed or dynamically evolved, and we will here review the recent advances from these two perspectives.

3.3.1. Experiments on static networks
Experiments performed on static (i.e., fixed) networks typically distribute agents or subjects onto nodes or ver-

texes within a network, and then make them play the game repeatedly with their nearest neighbors. After that, the 
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Fig. 13. Prisoner’s dilemma game is played on a lattice with a fixed Von-Neumann interaction neighborhood, in which each agent plays with 4 
nearest neighbors. It can be observed that most players perform the strategy update (i.e., change the strategy) according to the rule of “imitating the 
best” (full bar), that is, the focal player will switch to the best available strategy in a heterogeneous (brown) or homogeneous (orange) environment. 
However, there are still a substantial fraction of strategy updates, which cannot be explained by the imitation rule (open orange bars), and these 
include either spontaneous strategy update without role model (open orange bars) or random choice of one different neighboring strategy (open 
brown bars). Reproduced from [145].

cooperation behavior is compared with a controlled experiment in a well-mixed population with the same network 
size, where the game partners in the network are reshuffled at each round. Although the network reciprocity [51,146]
has theoretically indicated that agents in the network can effectively organize into cooperative clusters to resist the 
exploitation of defectors and then foster the emergence of cooperation, recent experiments do show that the level of 
cooperation under the networked environment is no higher than that in the well-mixed population, and we will present 
several examples as follows.

Trausen et al. [145,148] investigated the impact of strategy update rule and population structure on the evolution of 
cooperation, where the subjects are placed on the spatial lattice and play the PDG. In their studies, total 400 subjects 
are enrolled and divided into 25 groups (i.e., 16 subjects within each group), among which 15 groups are used to 
perform the networked experiments and other 10 groups are control groups. In the networked experiment, 16 subjects 
are placed onto the intersection of 4 × 4 lattice and their interaction relationships are not changed during the whole 
game rounds; while for the control groups, subjects are randomly placed onto the lattice at each game round so that the 
fixed neighborhood or network structure is removed. As shown in Fig. 13, the results reveal that the strategy update 
rule adopted by human subjects is dynamically varied, and around 60% of subjects adopt the strategy of “imitating the 
best” at the initial stage and then this fraction increases by 4% at each round, which is different from the theoretical 
prediction on the imitation rule being kept as constant. In addition, they also observe that the spatial structure does not 
promote the evolution of cooperation, when compared to the well-mixed population, that is, the cooperation induced 
by population structure inside human subjects is not as obvious as that under the theoretical models.

Meanwhile, several other works also demonstrated that the introduction of network structure can not lead to the 
emergence of cooperation within the structured population. Grujić et al. [149] devised an experiment based on the 
PDG on a network consisting of 169 subjects, who are placed onto a lattice with Moore neighborhood, and they found 
that the cooperation level is degraded into an asymptotic state with low but nonzero value, where the population is 
made up of fewer cooperators, a group of conditional cooperators and a very high fraction of defectors. As a further 
step, Gracia-Lázaro et al. [147] conducted large quantities of experiments participated by 1229 human subjects who 
played the PDG on a virtual lattice (625 nodes) and scale-free network (604 nodes), and they also reported that 
the observed level of cooperation is almost the same regardless of the network structure, even comparable to ones 
in the smaller size or well-mixing population. In Fig. 14, it can be discovered that around 60% of subjects choose 
the cooperating actions and then decline until 30% is arrived at, which is also similar to the control group, that is, 
the contact network created by the human subjects has no little impact on the final fraction of cooperative actions. 
Meanwhile, by analyzing the distribution of frequency of cooperating actions, the normal distribution is exhibited 
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Fig. 14. The fractions of cooperating actions are plotted as a function of game rounds in panel (a) (experiment) and (b) (control), and the histograms 
of cooperative actions are presented in panel (c) (lattice) and (d) (scale-free network). It can be observed that, on the one hand, a lower level of 
cooperation is finally reached and unrelated with the contact networks created by human subjects, where the circle and diamond symbols represent 
the fraction of cooperating actions in a lattice and scale-free network, respectively; on the other hand, the difference between experimental results 
and those from control group is not obvious. Reproduced from [147].

in a lattice or a heterogeneous network, where most players adopt the cooperative actions and fewer ones select the 
defective actions. Meanwhile, they also demonstrated that human subjects perform the strategy choice in a reciprocal 
manner, that is, being more possible to cooperate provided that most of their neighbors do really cooperate in the 
previous game round, which further implies that human agents do not rely on the neighbor’s payoff, but their actions 
when they make the decision in the experiments of prisoner’s dilemma game.

The aforementioned experimental results exhibited the disappointing conclusions that the network reciprocity does 
not favor the emergence of cooperation, which contradicts with the predictions of many theoretical models and nu-
merical simulations. As Helbing and Yu [150] has remarked, the disparity of cooperation between experiments and 
theories could be caused by the fact that the theoretical results are often obtained under the imitation dynamics, while 
human subjects in the experiment may not utilize the imitation rule to perform the strategy update, and they usually 
make the decision based on the fraction of actions around their nearest neighbors.

Furthermore, Ohtsuki et al. [151] have theoretically verified that for the networked donation game, the collective 
cooperation will prevail in the network if the ratio of benefit-to-cost (r) is larger than the average degree (k), that is, 
r = b/c > k. Does this theoretical prediction hold for the experiments of human subjects? Rand et al. [152] performed 
extensive experiments to validate this conclusion. Firstly, they enrolled 109 university undergraduate students to carry 
out the experiments, and they found that the relationship between r and k determines the cooperative behavior on 
random networks and ring lattices, which are created temporally among human subjects during the experiments. 
Then, they enrolled 1163 online volunteers from the Amazon Mechanical Turks platform to further investigate the 
impact of relationship between r and k on the cooperation. As Fig. 15 illustrates, the cooperation can be maintained 
at a higher level [panel (a)] if r > k, but tend to decline when r < k, especially for the final game round [panel (b)], 
which implies that the static network structure can stabilize the cooperation of human subjects in the donation game 
if the ratio of benefit-to-cost is higher enough.

3.3.2. Experiments on dynamic networks
In the real world, the contacts between individuals or agents are often dynamic or temporal, where some links 

may be severed or created as time proceeds. Thus, exploring the cooperation behavior among human subjects on 
dynamical networks is significant to understand the evolution of cooperation. To this end, in what follows, we will 
introduce several typical and important works to present some recent advancements and then perform the further open 
discussions.
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Fig. 15. Donation game is played on a lattice with the different number of nearest neighbors, and the stable cooperation emerges when r = b/c > k, 
but not for r ≤ k. In panel (a), the fraction of cooperators at each round is plotted for r > k (green circles) and r ≤ k (orange triangles); Panel (b) 
depicts the fraction of cooperators at the final round for different combinations of b/c and k, where c is always fixed to be 1 for all experiments. It 
is obvious that cooperation can only be maintained for larger values of r . Reproduced from [152].

Fehl et al. [153] recruited 200 students (including 90 male and 110 female students) from the University of Göt-
tingen to play the iterated prisoner’s dilemma game in the laboratory, which took place in the fall of 2009, and all 
subjects can only interact with each other through computers and any other type of communication was prohibited. 
They run the experiments on two networks: a static network and a dynamic one, where the initial network topology is 
a regular one composed of 10 agents and each player has three neighbors. The topology keeps constant in the static 
network, but the links could be rewired in terms of the active-link breaking mechanism in the dynamic network. Their 
primary result is that the average level of cooperation in the dynamic network can be greatly enhanced when compared 
to the static one, which can be shown in the panel (a) of Fig. 16. Meanwhile, they also uncover that the link duration 
will be significantly longer provided that paired participants both cooperate at their first encounter than that if one of 
them takes the defecting action at that game round, as observed in panel (b) of Fig. 16. In particular, they explored 
the role of link-breaking mechanism in the structural evolution of dynamic networks, and the resulting higher degree 
of clustering indicated that the interaction between the player’s behavior in PDG and link-breaking decision may lead 
to the self-organized assortment process, which could be the major reason for the enhancement of cooperation within 
human experiments beyond the direct and indirect reciprocity.

Rand et al. [154] enrolled 785 participants to play a repeated cooperative dilemma game on an artificial social 
network virtually created in the laboratory, where the average network size is 19.6 and the standard deviation is 
6.4. In the experiments, four kinds of network scenarios are considered: random, fixed, viscous and fluid dynamic 
link updating. In the random link condition, all links are randomly reconnected after each round and the well-mixed 
population is created. In the fixed condition, the structure is static and the network hold the initial setup during 
the whole game rounds. While for the viscous and fluid dynamic link updating, the network is dynamic and the 
connections will be constantly rewired after each round, where 10% and 30% percentage of all node pairs will be 
randomly chosen and then rewired in the latter two cases. The experimental results are presented in Fig. 17, and 
the high level of cooperation can only be maintained on the fluid dynamic networks, where the network updates 
much more frequently than those in the viscous conditions. However, the cooperation will not be sustained if the 
network connections are randomly reshuffled at each round. In addition, the static or fixed networks do not favor the 
cooperation in the experiments for human subjects. Anyway, the experiments demonstrate that rapid network updating 
can support the cooperation, but too fast or low updates may not result in the optimal cooperation.
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Fig. 16. Evolution of cooperation in the static and dynamic networks. Panel (a) means the average level of cooperation for 30 game rounds of 
prisoner’s dilemma game, which shows that the dynamic network favors the evolution of cooperation; Panel (b) plots the duration of links in the 
dynamic network, and bars stand for the mean duration of links between paired participants if they decide to adopt the cooperation or defection in 
their first round of PDG, which indicates that the link duration will become much longer if paired participants both cooperate in their first encounter 
and C − C links facilitate the existence of cooperating actions within the population. Reproduced from [153].

Although the extensive experiments demonstrate that dynamic networks do foster the cooperation within the human 
population, costs associated with dynamism including the time, space and available resources to discover and build the 
links with new and potential opponents, have been ignored in most earlier works. To address this challenge, Bednarik 
et al. [155] performed the experiments in the laboratory to further demonstrate the role of cost to build new links in 
the evolution of network structure and cooperation behavior. They found that human subjects are not easy to cut the 
old link and create the new one once the cost is involved, and even the network is nearly static provided that the costs 
are high. In particular, the level of cooperation in the PDG is almost not influenced by the decreasing dynamism of 
networks, as illustrated in Fig. 18, where the rate of cooperation can be promoted to a higher level if there exists the 
link rewiring cost. Thus, they concluded that the mere possible threat to rewire the link in networks is sufficient to 
maintain the high level of cooperation, but the impact of self-structured or clustered process inside social networks is 
not obvious.

However, most prior works focus on the role of network structure or reputation information in the emergence 
of cooperation on model networks or human social networks, but the existing studies on networked evolutionary 
game cooperation often conflate reputations and dynamics, that is, they are not simultaneously considered. Melamed 
et al. [156] performed a large-scale experiment involving total 2675 participants to further disentangle the effects 
of dynamics and reputations, and experimentally demonstrated that dynamic networks lead to a very high level of 
cooperation even if the reputation information, whether it is local or global, is not available. In the experiments, 
based on the iterated prisoner’s dilemma game, the participants are placed onto random or clustered networks with 
different levels of reputation information, which are static or dynamic. As expected, the results in Fig. 19 indicate 
that static networks do not support the sustenance of cooperation, but dynamic ones favor it, which is similar to 
those reported on dynamic networks in Ref. [157]. Moreover, the very high level of cooperation can be arrived at for 
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Fig. 17. Impact of different network configuration conditions on the cooperation dilemmas. Panel (a) plots the fraction of cooperative players as 
the game round evolves, and the higher level of cooperation can be only maintained on the fluid dynamic networks, where the network updates 
much more frequently; Panel (b) depicts the distribution of nearest neighbors, and as expected, the greater variation for the focal player to own the 
number of nearest neighbors is observed here. Reproduced from [154].

varying ranges of reputations, and it appears that reputations do not matter for the evolution of cooperation, that is, the 
rate of cooperation under the conditions with reputation being acquired is akin to that under the conditions without 
reputation knowledge. Yet, the existence of threat to rewire the link from defectors to cooperators is significant and 
enough to maintain the stable cooperation. In addition, although the clustering effect can promote the cooperation in 
static networks [cf. panels (a) and (b)], it seems that this structural property has no effect on the cooperation behavior 
in dynamic networks [by comparing the panels (c), (e), (g) and (d), (f), (h), respectively], and the cooperation is high 
only provided that the underlying topology is malleable, which enables the defective partners to be cooperative, or 
else they will become isolated from the whole population.

To be mentioned particularly, they still explored whether the player’s decisions are specific to each opponent or 
applicable to all opponents at the same time. Here, they called the former strategy to be targeted, where each player 
will adopt the distinct actions for his different neighbors, while the latter is said to be diffused, which is identical with 
the traditional conditions and each participant will take the same action for all opponents. As shown in Fig. 20, the 
targeted or diffused strategies do not influence the cooperation on dynamic networks as observed in panels (b) and 
(d), which can be attributed to the fact that the participants are able to cut the links with the defectors as a punishment. 
However, for static networks, it can be found that targeted choices can keep the fraction of cooperating actions up to 
90%, but the cooperation gradually declines in the diffused ones as the game round evolves, as illustrated in panels 
(a) and (c). Thus, the rules governing whether the players adopt the targeted or diffused strategies, have a great impact 
on the cooperation behavior in the experiments for human subjects.

Nevertheless, most of recent works did not vary reputation information or other peers’ past actions during the ex-
periments, which has usually been identified as an important element to favor the evolution of cooperation. Also, these 
works assumed that human subjects did not know about the global structure or social knowledge, or information about 
who is linked with whom within the group. Thus, it is unknown about how social and reputation information fosters 
the cooperation on dynamic networks independently or by uniting together. For this purpose, Gallo and Yan [158]
designed the large-scale experiments, where they recruited 364 human subjects based on the online Amazon Mechan-
ical Turk (AMT) platform, to further explore the influence of reputational and social knowledge on the cooperation 
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Fig. 18. Impact of network dynamism on the evolution of cooperation within the human population. (a) Average rates of rewired links and (b) 
Average level of cooperation in the PDG are plotted here. The underlying networks for human participants to play the game could be static 
(STATIC) or dynamic. After each round, old links could be broken and new links could be built with zero cost (DYNAMIC), low cost of 0.1� 
(DYNAMIC10) or high cost of 0.5� (DYNAMIC50), in which the link-breaking rates will be largely reduced as the breaking and building cost 
becomes higher and higher; Meanwhile, the cooperation level is just elevated a little as the cost increases. Reproduced from [155].

within subjects. They devise four treatments to discuss the relative significance of these two classes of knowledge in 
the evolution of cooperation and networks, which include the baseline (B), reputation (R), network (N) and simulta-
neous consideration of reputation and network (RN) treatments, respectively. The experimental results are presented 
in Fig. 21, and they found that the global reputation information is pivotal to sustain a high level of cooperation and 
welfare, but the global social knowledge has no influence on the collective cooperation. As a further step, the com-
munity analysis reveals that cooperation is often correlated with the appearance of densely clustered networks with 
cooperative hubs, inside which cooperators are easy to organize into separate communities achieving a higher level 
cooperation than that of defectors, and then members of cooperative communities will obtain the higher payoff from 
interactions within the cooperative community than that from the interplays with members of defective community.

As Nowak has declared in [5], aside from the aforementioned reciprocity mechanism, the kin selection and mul-
tilevel or group selection are also two important approaches to favor the evolution of cooperation. Among them, the 
least-studied mechanism in the experiments for human subjects could be the kin selection so far, and nearly all exper-
iments focus on the genetically unrelated individuals. On the one hand, this is partially because cooperation between 
related individuals is considered to be anticipated and uninteresting; On the other hand, the relatedness and reciprocity 
are usually inexorably intertwined and not easily teased apart, which may lead to the situation that it is difficult to 
measure the effect of kinship on the cooperation behavior. Even so, it is very important for us to comprehend the 
role of kin selection in the context of human population, and more studies in this field are required, especially for 
the development of experiments to disentangle the role of kinship and reciprocity in the evolution of cooperation. In 
particular, it would be greatly helpful if we can combine the recent progresses in evolutionary game theory [1,29] and 
population genetics [39] to perform the theoretical predictions and experimental design.

Regarding the multilevel or group selection [49], it is often implemented by using the interacting systems, within 
which each component characterizes one group and they compete with each other to maximize their group benefits. 
Recently, multiple experiments [159,160] have shown that the inter-group competition greatly encourages the coop-
eration among intra-group members, and even just depicting the interaction as an inter-group competition is sufficient 
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Fig. 19. Level of cooperation on random and clustered networks as a function of game round. Panels (a) and (b) depict the cooperation on static 
networks, and other panels plot the cooperation on dynamic networks. Among them, panels (c) and (d) describe the conditions without any 
reputation information, panels (e) and (f) represent the cases where only the local reputation is available, and panels (g) and (h) stand for the 
scenarios where the global reputation can be accessed. From panel (c) to (f), it can be observed that the dynamic networks are enough to foster 
the evolution of cooperation, while the reputation knowledge could not be important for the persistence of cooperation at this case. Meanwhile, on 
static networks, the clustered topology will more favor the cooperation than the random topology. Reproduced from [156].

to put the emergence of cooperation into a higher level, where any monetary prize to win could be absent [161,162]. 
Taking together, the multilevel or group selection provides a viable means to promote the intra-group cooperation 
through the inter-group competition.

4. Conclusions and outlooks

How to profoundly comprehend the emergence and evolution of cooperation within the population including the 
humans and animals has been a significant and open scientific puzzle within the academia, which was ranked as one 
of the most crucial 25 issues publicized by Science magazine in 2005 [4]. The related researches help to shed light 
on the widespread cooperation, which leads to one of foundations of human existence as an advanced social species. 
Meanwhile, these studies also provide some specific evidences or cues for individuals, organizations, regions and even 
countries and the whole society of human beings, and then pursue the potential and consistent actions to cope with 
the global crisis, such as the climate change [163], pandemic epidemics [164,165] and even global poverty [166].
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Fig. 20. Level of cooperation on static and dynamic networks as a function of game round. Panels (a) and (c) depict the cooperation on static 
networks, where the participant takes the targeted and diffused strategies, respectively; Panels (b) and (d) describe the cooperation on dynamic 
networks, and the targeted and diffused strategies are adopted here. It can be clearly shown that the targeted or diffused strategies do not influence 
the cooperation on dynamic networks, but the difference in the cooperation level is very obvious on static networks, where the targeted mechanism 
can lead to a higher ratio of cooperation when compared to the diffused scheme. Reproduced from [156].

Fig. 21. Impact of four experimental treatments on the cooperation and network structure. Panels (a), (b), (c) and (d) depict the level of cooperation, 
average payoff, density and clustering coefficients over 13 game rounds. Among them, the yellow lines mean the baseline (B) treatment, and 
subjects can only obtain the local reputation information just including the last five actions chosen by a list of their current immediate neighbors; 
the green curves depict the reputation (R) treatment, where they can see the last five actions of each subject and local social knowledge; the red lines 
stand for the network (N) treatment, in which subjects can know the global social knowledge, that is, the connections among all subjects within 
the whole group are known, but they can only access the local reputation information; the blue curves represent the reputation and network (RN) 
treatment, where the global social knowledge is known and the last five actions of all subjects are also exhibited. Reproduced from [158].
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In this review, under the framework of evolutionary game theory, we theoretically and experimentally outlined the 
evolution of cooperation induced by the reputation and various reciprocal mechanisms, including the direct, indirect 
and network reciprocity, which are identified as three means to promote the coordinating behavior within the popula-
tion. Also, some contradictions between the theoretical and experimental results are pointed out. As an example, the 
static network was deemed theoretically to favor the evolution of cooperation through the strategy imitation to form 
the cooperative clusters, while the experimental works found no convincing evidences to support the cooperation, 
which could be attributed to the fact that human subjects update the strategy just according to the behaviors of himself 
and nearest neighbors, not in terms of their payoffs.

Although great advances on the reciprocal mechanism in the role of cooperation [23,167,168] have been made 
in the recent years, based on our own experiences, the explorations along with several potential directions are still 
important and valuable for us to understand the ubiquitous cooperation behavior as follows.

• In the condition of direct reciprocity, reward and punishment are the key means to promote the evolution of 
cooperation. Although many theoretical and experimental evidences have validated that punishing the free-riding 
defectors is beneficial to foster the emergence of cooperation, the punishment incurs the cost and triggers the 
second-order free-riding problem [169]. Among them, Sigmund et al. [170] proposed the novel punishing scheme 
to address this issue, where the peer punishment is replaced by the pool punishment in the public goods game, 
so that the long-term and stable cooperation can be sustained. Meanwhile, Chen et al. [171] put forward the 
rule of “First carrot, then stick” to combine the reward and punishment to enhance the cooperation with a lower 
cost. Thus, it will become a very promising direction to design the experiments carried out by human subjects, 
which is harnessed to demonstrate the role of reward and punishment in the evolution of cooperation. Moreover, 
as declared in the previous sections, combining the direct and indirect reciprocities to design the theoretical or 
experimental schemes is also worth exploring in depth in the future.

• Under the context of indirect reciprocity, what kind of incentives can be used to encourage the players to provide 
the honest knowledge about the actions and reputation status of their opponents and others, and why are players 
willing to take the risk of their own good reputation being undermined to defect against those with the bad 
reputation? Thus, how to construct the effective and reliable reputation assessment mechanism has become a hard 
task. On the one hand, although the first and second-order evaluation models have been investigated in depth, 
the third or higher-order and even multi-dimensional evaluation ones are not widely explored yet; On the other 
hand, in the laboratory and real-world conditions, there still lack the large-scale experiments conducted by human 
subjects to demonstrate the role of second or higher order reputation models. In addition, gossip is often utilized 
as an effective means to propagate the information including the reputation, and then building a robust reputation 
diffusion system to resist the noise and lies is of paramount significance to understand the cooperation behavior 
induced by the indirect reciprocity.

• For the situation of network reciprocity, how to objectively assess the role of network structure (i.e., the interaction 
topology between players within the population) through large quantities of human experiments is a vital topic 
in the field of evolutionary game theory. Although the overwhelming evidences have theoretically verified that 
complex network structures provide a viable route to promote the cooperation, where the cooperative hub nodes 
may dominate the cooperation of the whole population, numerous human experiments on static networks revealed 
that the cooperation is not substantially improved when compared to the well-mixed population. Meanwhile, the 
experiments on dynamic networks do really present the inclination to support the human cooperation. Thus, devis-
ing the experiments to further disentangle the role of network structure in the human population is an intriguing 
research direction in the future. Furthermore, the real-world contacts among individuals within the population 
may break through the pairwise interaction [172], and then investigating the evolutionary cooperation dynamics 
on networks with non-pairwise interaction pattern is a brand new topic in the area of network reciprocity.

• Regarding the design of experimental mechanisms, most existing works arrived at their conclusions on the basis 
of the specific assumption, and what kind of these results can be explained and extended into the wider context? 
At present, many experiments are conducted by human subjects under the anonymous settings, but considerable 
decisions are often made in the environment of onymity [173], how to account for the individual decisions under 
the onymity is an interesting topic in the field of human cooperation. Moreover, the current evolutionary game 
models usually focus on the individual actions, and the reciprocal mechanisms just make the response to the 
actions of game participants. Nevertheless, during the game process, we not only keep a watchful eye on the 
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individual actions, but also need to understand the intentions behind these public actions and then take the corre-
sponding modifications. Therefore, modeling the interactions between individual intentions and game outcomes 
may help to provide the deeper insights into the evolution of cooperation.

• On the applicability of experimental results, how to generalize the current conclusions and mechanisms obtained 
in the laboratory or the online labor AMT into the real-world scenarios is of utmost importance to the inter-
disciplinary fields. On the one hand, the evolutionary models can be further modified and optimized on the basis 
of extensive experiments; on the other hand, the related mechanisms and models can be used to promote the 
collective cooperation within the humans and gregarious animals, and then increase the social welfare across the 
region, country and even the global world. At the same time, how to apply the acquired typical results into the 
engineering systems is also vital in practice. As an example, P2P (Peer to Peer) network has been widely applied 
into real-world Internet environments, where nodes or peers will share their own hardware or software resources 
and allow other peers to directly visit them, and then enhancing the widespread cooperation and trust among peers 
is a great challenge to build a reliable file sharing system [174].

• From the perspective of inter-disciplinary research, the reciprocal mechanisms and models attract the attention of 
scientists from biology, economics, physics, behavior and even engineering sciences. Thus, how to perform the 
theoretical predictions and experimental validations in the human population from the multi-disciplinary view is 
worthy of being further explored in the future. Since the simplified strategy space does not characterize the sophis-
tication of individual psychology and decision making, considering more psychological factors in evolutionary 
models and human experiments may provide the subtle insights into the human cooperation. Besides, the progress 
in the cognitive science and technology offers new means for our understanding of individual decisions, where we 
can observe and record the activity process of human brains during the game decision. Henceforth, by organizing 
the large-scale human experiments, how to model the interplay between the game decision, psychological factors 
and brain activity is an extremely valuable topic in the upcoming years [175].
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[149] Grujić J, Fosco C, Araujo L, Cuesta JA, Sánchez A. Social experiments in the mesoscale: humans playing a spatial prisoner’s dilemma. PLoS 

ONE 2010;5:e13749.
[150] Helbing D, Yu W. The future of social experimenting. Proc Natl Acad Sci USA 2010;107:5265–6.
[151] Ohtsuki H, Hauert C, Lieberman E, Nowak MA. A simple rule for the evolution of cooperation on graphs and social networks. Nature 

2006;441:502–5.
[152] Rand DG, Nowak MA, Fowler JH, Christakis NA. Static network structure can stabilize human cooperation. Proc Natl Acad Sci USA 

2014;111:17093–8.
44

http://refhub.elsevier.com/S1571-0645(23)00048-9/bib8FF71A98855BCB8F2C7A1058C3E6C6C2s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib8D88F77F9318251BA5D34841356D381Bs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib429A7BE280E9E06967DE6F3F4D013840s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib746A31E6A7412E4F5CCC614CAB54520Bs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib746A31E6A7412E4F5CCC614CAB54520Bs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib9D17D83115C73550B927C1B9B1ECEB2Es1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib424B9B969720A84DA294FB528B27DAFEs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7DBC4C75D3E402DFECEC3BCDA72CA7C9s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib919E2CA3351F58F57A40DC863E75D54Es1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib35BFDB0EFDF95E11C847A9C5B884AA8Ds1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib35BFDB0EFDF95E11C847A9C5B884AA8Ds1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib5B0314A9A2197996886B46C9603A9AABs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib74DAEC5F6A2A5A0D0CBC8CEBCB0E9FD1s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib3A064C116DA8EAE9A8A81724E8848D85s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib3A064C116DA8EAE9A8A81724E8848D85s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibB408ACE057C5A8A9B500B8811731459Ds1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibB408ACE057C5A8A9B500B8811731459Ds1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib25277F2DB7E7AF30E9FA8C368767AEFBs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib25277F2DB7E7AF30E9FA8C368767AEFBs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib785C2EB53EA4F341A408879BF45FD71As1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibBF89F32EC9CB56A87155FDA73EDD3B95s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibC03E03BB172C6121813456AE8948C6C9s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibC03E03BB172C6121813456AE8948C6C9s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib172D4BB58BB4DEC11C95F82B759F62A2s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib172D4BB58BB4DEC11C95F82B759F62A2s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD2113CBAD168991B2E62876CF6049AD1s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibA053981AEE1E48E02334FE1CFD529788s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib2F0ED40AF7D68998534B3872E99B0ADEs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib2F0ED40AF7D68998534B3872E99B0ADEs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4223869978CC9FA915C62E4213FDF0FCs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4223869978CC9FA915C62E4213FDF0FCs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib0D5C666ABA4B61798C2A82CD8F80D193s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4AA61D75BE7988503E651D81AD92CE85s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib475DD19F9EB6C78D76132EF8B3BFA398s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib475DD19F9EB6C78D76132EF8B3BFA398s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib2FE06015F412DCCD741670B9BB22F6F4s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib07FA510AE6781B1B430A3EAB793FE767s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib8CA77E9D080729C3FB460E0297296F0Es1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib8CA77E9D080729C3FB460E0297296F0Es1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib595BD19E1189FEEB1F501646C7401813s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibFE21BA786D892ADBC9B562AC6443DE45s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib24DCB95E9E02CEE99F86354F9119B344s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib979B42975B9DCBCC4543ED70AF400447s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib979B42975B9DCBCC4543ED70AF400447s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib031CFD1C9D4D21E574E12D10277F7C0Ds1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib297E73F42CE0B876B55BBF11665FA58As1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib297E73F42CE0B876B55BBF11665FA58As1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibB03EB3B4DF09F81CDE4C96995BBC493Es1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibB03EB3B4DF09F81CDE4C96995BBC493Es1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibF944AF86EB4361795355B3AC95F89661s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibF944AF86EB4361795355B3AC95F89661s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibA2C2B182FBE3000351FFD5B874BCE77Bs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibA2C2B182FBE3000351FFD5B874BCE77Bs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD6AB990B67FB2A3FC99853A5AB058FF5s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD6AB990B67FB2A3FC99853A5AB058FF5s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD6D8DD36954D79AE0E252A5F0E37BBB3s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD6D8DD36954D79AE0E252A5F0E37BBB3s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibAEF254AD1AE837AD188F98578A432C73s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib8D3660897BAFB18B19BDE0E9F6D696B0s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib8D3660897BAFB18B19BDE0E9F6D696B0s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibED77CB6591E214C1411ACF4A46D78C98s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibED77CB6591E214C1411ACF4A46D78C98s1


C. Xia, J. Wang, M. Perc et al. Physics of Life Reviews 46 (2023) 8–45
[153] Fehl K, van der Post DJ, Semmann D. Co-evolution of behaviour and social network structure promotes human cooperation. Ecol Lett 
2011;14:546–51.

[154] Rand DG, Arbesman S, Christakis NA. Dynamic social networks promote cooperation in experiments with humans. Proc Natl Acad Sci USA 
2011;108:19193–8.

[155] Bednarik P, Fehl K, Semmann D. Costs for switching partners reduce network dynamics but not cooperative behaviour. Proc R Soc B 
2014;281:20141661.

[156] Melamed D, Harrell A, Simpson B. Cooperation, clustering, and assortative mixing in dynamic networks. Proc Natl Acad Sci USA 
2018;115:951–6.

[157] Wang J, Suri S, Watts D. Cooperation and assortativity with dynamic partner updating. Proc Natl Acad Sci USA 2012;109:14363–8.
[158] Gallo E, Yan C. The effects of reputational and social knowledge on cooperation. Proc Natl Acad Sci USA 2015;112:3647–52.
[159] Puurtinen M, Mappes T. Between group competition and human cooperation. Proc R Soc B 2009;276:355–60.
[160] Sääksvuori L, Mappes T, Puurtinen M. Costly punishment prevails in intergroup conflict. Proc R Soc B 2011;278:3428–36.
[161] Gneezy A, Fessler DMT. Conflict, sticks and carrots: war increases prosocial punishments and rewards. Proc R Soc B 2012;279:219–23.
[162] Böhm R, Rockenbach B. The inter-group comparison – intra-group cooperation hypothesis: comparisons between groups increase efficiency 

in public goods provision. PLoS ONE 2013;8:e56152.
[163] Pacheco JM, Vasconcelos VV, Santos FC. Climate change governance, cooperation and self-organization. Phys Life Rev 2014;11:573–86.
[164] Wang Z, Moreno Y, Boccaletti S, Perc M. Vaccination and epidemics in networked populations – an introduction. Chaos Solitons Fractals 

2017;103:177–83.
[165] Nicola M, Alsafi Z, Sohrabi C, Kerwan A, Al-Jabir A, Iosifidis C, et al. The socio-economic implications of the coronavirus pandemic 

(COVID-19): a review. Int J Surg 2020;78:185–93.
[166] Li Y, Wu W, Wang Y. Global poverty dynamics and resilience building for sustainable poverty reduction. J Geogr Sci 2021;31(8):1159–70.
[167] Zhang Y, Liu A, Sun C. Development of several studies on indirect reciprocity and the evolution of cooperation. Acta Autom Sin 

2018;44:1–12.
[168] Rong Z, Xu X, Wu Z. Experiment research on the evolution of cooperation and network game theory. Sci Sin Phys Mech Astron 

2020;50:010508.
[169] Fehr E, Rockenbach B. Detrimental effects of sanctions on human altruism. Nature 2003;422:137–40.
[170] Sigmund K, De Silva H, Traulsen A, Hauert C. Social learning promotes institutions for governing the commons. Nature 2010;466:861–3.
[171] Chen X, Sasaki T, Brännström A, Dieckmann U. First carrot, then stick: how the adaptive hybridization of incentives promotes cooperation. 

J R Soc Interface 2015;12:20140935.
[172] Battison F, Cencetti G, Iacopini I, Vito Latora ML, Patnia A, Young J-G, et al. Networks beyond pairwise interactions: structure and dynamics. 

Phys Rep 2020;874:1–92.
[173] Wang Z, Jusup M, Wang R, Shi L, Iwasa Y, Moreno Y, et al. Onymity promotes cooperation in social dilemma experiments. Sci Adv 

2017;3(3):e1601444.
[174] Lu K, Wang J, Li M. An eigentrust dynamics evolutionary model in P2P file sharing systems. Peer-to-Peer Netw Appl 2016;9:599–612.
[175] Wang Z, Jusup M, Guo H, Shi L, Gecek S, Anand M, et al. Communicating sentiment and outlook reverses inaction against collective risks. 

Proc Natl Acad Sci USA 2020;117:17650–5.
45

http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7269932060504C4B0075CC8A37010283s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7269932060504C4B0075CC8A37010283s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib28C89D34CE81BEEE20EB96EFCCE55AB2s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib28C89D34CE81BEEE20EB96EFCCE55AB2s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4460E881AFECB788CF3E4BA647DFB68As1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4460E881AFECB788CF3E4BA647DFB68As1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib5AB756BA5B7AF52C91D07F8E7CDAD060s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib5AB756BA5B7AF52C91D07F8E7CDAD060s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibF4A4DA1221528BF6DD48FC33E5ECFF3As1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibDA1B663CC96052F4859A91DD330E5AB5s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib1337D0B618B998C6B3EEDBBE51E5C6E0s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibB2705B84C327FAF83AA02FA3B343F091s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib44281B6C79462B0CEC85FC7F19E84D66s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib448FDF74F9926AEAAD1391F95CC5D0B7s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib448FDF74F9926AEAAD1391F95CC5D0B7s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib43DF67EEC2FD93150BAFF13DD5C88DB5s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7DC9C37DE80519D1578E9E8A03958867s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7DC9C37DE80519D1578E9E8A03958867s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib2F543462A847E0D1ED210583FEA72E48s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib2F543462A847E0D1ED210583FEA72E48s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibAB00840316AF3F62F2C003679887B351s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib686EA3A2D39D2CC75012E97A7A9FC107s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib686EA3A2D39D2CC75012E97A7A9FC107s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD54C0309D968054A8088272C7D43C1FFs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibD54C0309D968054A8088272C7D43C1FFs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib484806F979749E5BE3CE080FE3087FA2s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib860C5ADFA4D0675A58C0FE74BF63194Cs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4105DD19E259D1B719569F31D0788EAFs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4105DD19E259D1B719569F31D0788EAFs1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7E2350D96E9C98BECB106B17C6C418E0s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib7E2350D96E9C98BECB106B17C6C418E0s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibA8FB26933FFFF8BFED52826569D42FA7s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bibA8FB26933FFFF8BFED52826569D42FA7s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib9F7C005C419377FC11F6677B3AFFEF73s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4241D507B9608A6961EC6072E6732EF1s1
http://refhub.elsevier.com/S1571-0645(23)00048-9/bib4241D507B9608A6961EC6072E6732EF1s1

	Reputation and reciprocity
	1 Introduction
	1.1 Some basic concepts in evolutionary game theory
	1.2 Several key mechanisms to support the cooperation
	1.3 Game models in the collective cooperation
	1.3.1 Pairwise games
	1.3.2 n-person game and public goods game
	1.3.3 Donation game
	1.3.4 Trust game
	1.3.5 Ultimatum game
	1.3.6 Other models


	2 Theoretical modeling and simulations
	2.1 Reciprocity and reputation dynamics
	2.1.1 Definitions of reciprocity
	2.1.2 Reputation dynamics

	2.2 First-order reputation models
	2.2.1 Well-mixed population
	2.2.2 Structured population

	2.3 Higher-order reputation models
	2.3.1 Well-mixed population
	2.3.2 Structured population


	3 Experimental evidences
	3.1 Reciprocal mechanisms
	3.2 Reputation effect
	3.3 Network reciprocity
	3.3.1 Experiments on static networks
	3.3.2 Experiments on dynamic networks


	4 Conclusions and outlooks
	Declaration of competing interest
	Acknowledgements
	References


