Polarization is common in politics and public opinion. It is believed to be shaped by media as well as ideologies, and often incited by misinformation. However, little is known about the microscopic dynamics behind polarization and the resulting social tensions. By coupling opinion formation with the strategy selection in different social dilemmas, we reveal how success at an individual level transforms to global consensus or lack thereof. When defection carries with it the fear of punishment in the absence of greed, as in the stag-hunt game, opinion fragmentation is the smallest. Conversely, if defection promises a higher payoff and also evokes greed, like in the prisoner’s dilemma and snowdrift game, consensus is more difficult to attain. Our research thus challenges the top-down narrative of social tensions, showing they might originate from fundamental principles at individual level, like the desire to prevail in pairwise evolutionary comparisons.
more sensitive to approval and disapproval by their peers. In general, OD consists of understanding the conditions under which consensus or diversity is reached from an initial population of individuals (agents) with different opinions.

Some OD models were voter model extensions where agents can have three states ("leftists", "centrists", and "rightists") and extreme agents cannot interact because of their incompatibility in their opinions or agents interact to time-fluctuating external influences such as new sources and media polarization. An OD model in connection to the emergence of polarization to show three particular psychological traits in a population: floaters, contrarians, and stubborn agents. Particularly, Galam found that floaters produce segregated polarization (zero entropy), contrarians produce a fluid polarization (high entropy), and stubbornness produces a frozen polarization (low entropy). Li et al. explored opinion propagation with strategic interactions on social networks by using the game theoretical approach but without having the goal of studying social game dilemmas. Ding et al. treated opinions discussions as a game theoretical approach, where heterogeneous agents adjust their behaviors to the environment during discussions, and their interacting strategies evolve together with opinions. Also, Li et al. proposed a network model where agents hold one of two different opinions and form dynamical links in the network.

Other authors proposed an OD model applied to voting records of the US House of Representatives over a time span of decades where nodes’ opinions jointly evolve with the network connections. An agent-based model to represent the generation of echo chambers (i.e., situations in which one’s opinion resonates with those of ones’ social contacts) is presented in Wang et al. study. The model, which is calibrated with Twitter political data, showed that polarized and segregated network structures are a function of ideological differences between the political campaigns and the open-mindedness of the agents. They also observed how confirmation and selection bias, generators of echo chambers, influence the co-evolution of political opinions and network structure.

In a recent and relevant study, Kawakatsu et al. extended a cultural evolution model based on evolutionary game theory (concretely, the pairwise donation game with four strategies). Individuals have opinions on multi-dimensional issues and accumulate benefits through pairwise interactions and learn the successful strategies, showing that the diversity on political issues can promote both individual cooperation and societal cohesion but, extreme partisanship can introduce tension between the individual cooperation and social cohesion (i.e., inter-individual cooperation thrives at the cost of increased polarization). Following the social tensions concept between individuals and society depicted in the study of Kawakatsu et al., we primarily focus on the injection of success information into an OD model and the study of consensus for different social tensions represented by evolutionary game conditions. According to the state-of-the-art study, this phenomenon was not studied up to now.

Thus, our goal in this study is to computationally analyze the microscopic dynamics that is behind polarization and fragmentation in social networks, and to determine how these two processes affect the emergence of social tensions. In doing so, we aim to determine whether social tensions, such as greed and fear, are correlated with the final polarization and fragmentation states in a social network. But to be able to study the evolution of individual opinions and their success with respect to the social tensions in a population, novel computational methods are needed. To that effect, we first combine opinion formation with the strategy selection in social dilemmas in structured populations (specifically, we employ a heterogeneous social network with a power-law distribution, generated by the Barabasi-Albert algorithm). The continuous opinion of a player is linked with her disposition to either cooperate or defect with other players in the game. In that way, and unlike previous research along similar lines, we link opinions and evolutionary success and are thus able to study how social tensions condition the polarization and fragmentation of opinions.

First, we define, for each player or individual, her opinion \( o_i \) as a continuous value to either cooperate or not at a given time-step. In a pairwise interaction of two individuals \( i \) and \( j \), their opinions to cooperate (i.e., \( o_i \) and \( o_j \)) will be used to determine the expected payoffs \( f_{ij} \) for each of them. Our proposal to couple the opinions of the individuals with their payoffs during game interactions is done by a success-driven OD model, derived from classical OD models with bounded confidence levels such as the Hegselmann and Krause (HK) and Deffuant-Weisbuch (DW) models. Continuous OD model of bounded confidence were already biased to modify the selection rule of the discussion partners and thus mimicking the behavior of online media which suggest interaction with similar peers. Also, Huang et al. used the HK model in an evolutionary framework but with a different approach with respect to the one here, as cooperation was understood as a way of interchanging opinions and, when agents differ in their opinions, they suffer from a cost.

We use the HK model in all the experiments of the paper since we obtain similar results with the DW model, as already shown in the literature. Both HK and DW models are defined in the STAR Methods section. Specifically in the success-driven HK model, opinions of the individuals \( o_i \) evolve in the following manner:

\[
\frac{d o_i(t)}{dt} = \sum_{j \in S_i^\epsilon} w^j_i (o_i - o_j),
\]

being the absolute value of a real number. Then, neighboring individuals with opinions not differing more than an \( \epsilon \) confidence threshold are included in \( S_i^\epsilon \). The weight of each neighbor’s opinion to compute the new one is calculated by including success fitness information \( f_i \) and \( f_j \) as

\[
w^j_i = \frac{1}{1 + e^{-f_{ij}/C_0}}
\]

only for those \( j \) individuals of the \( S_i^\epsilon \) set. The intensity of selection \( \beta \) plays here the role of controlling how success in the game influences the new opinion of the individual. When \( \beta \) equals to 0, the model evolves as in the traditional HK model, without any fitness or success information.

In what follows, we will show how success-driven opinions evolve over time subject to their evolutionary success in different social dilemmas and thus subject to fear or greed or both. Particularly, in the prisoner’s dilemma game players are driven by greed for the expected gain from exploiting cooperative partners, as well as by fear of punishment for cooperating when partners defect. Conversely, and along the same lines of reasoning, in the snowdrift game only greed is present, while in the stag hunt game only fear is present. In our computational experiments, we determine the number of different opinion clusters and their evolution in success-driven settings for different selection intensities and adoption confidence levels, ultimately revealing that individual greed is the major factor in preventing opinion consensus, much
more so than fear. This challenges the top-down narrative of polarization, showing that it may well have completely individual origins, as simple as wanting to attain the best fitness or payoff in an evolutionary standoff.

**RESULTS**

**Impact of social tensions on fragmentation**

The results of this study first show how, for different values of $S$ and $T$ that define the type of the game, the final opinions of the population change dramatically. Mainly, we will utilize the number of clusters of opinions at the end of the simulation to show the final state of the population’s opinion. When consensus is not reached by the population, the opinion evolves into clusters which are opinions of agents separated by a given distance above an opinion threshold. These clusters of opinions are processed by defining bins within the opinion’s interval and later computing the frequency of opinions falling into each bin (note that the process is more precisely defined in the STAR Methods details).

Figure 1 shows a sensitivity analysis on intensity of selection $b$ and confidence $e$ for two combinations of $S$, $T$ values, $(S = -1, T = 0)$ and $(S = 1, T = 2)$, which define opposite tensions in the dilemmas. These tensions define well-known games such as prisoner’s dilemma (PD), stag hunt (SH), and snowdrift (SD). First, and as it occurs in traditional OD models, higher values of $e$, which defined the confidence level of each agent, tend to consensus; while lower values of $e$ make the population more fragmented in terms of opinions. When $b = 0$, the success-driven model converts into a traditional OD model and the payoffs of the game have no effect. We see in the heat-maps how the number of clusters are identical for both games when intensity $b$ is zero.

More importantly, the heat-maps of the figures show the number of clusters of opinions and how the fragmentation is increased when increasing $S$ and $T$ values. Thus, the highest fragmentation is when an SD game is defined (i.e., by parameters $S = 1$ and $T = 2$). Changes are more relevant when $b$ is increasing (x axis of the heat-maps). This change has an expected outcome as $b$ is regulating the success-driven impact of the opinions.

To deeply show these variations in the final state of the population’s opinions, panel of Figure 2 represents the increase in opinions’ clusters (i.e., increase in fragmentation) when moving to PD $(S = -0.1, T = 1.1)$ from SH $(S = -1, T = 0)$ in the left plot; and to SD $(S = 1, T = 2)$ from PD. The increase is clear as we can notice increments between 200% and 350%. Mainly, this phenomenon takes place when the intensity of selection $b$ is relevant ($>0.1$) and $e$ is greater to 0.2 (as lower values always incur in very fragmented opinions). Within this wide area of relevant impact of the success in the game and high confidence level, the increase in the fragmentation is up to 350%.

**Opinions’ evolution under different tensions**

Panel of Figure 3 shows the evolution of opinions for three games, SD, PD, and SH, given by three combinations of $S$, $T$. Additionally, Figure 4 shows the opinions’ evolution on a social network at the beginning of the simulation (same opinions and structure for both configurations) and at $t = 500$ for SH and SD. Results for both figures were obtained by the same confidence level for opinions ($e = 0.7$) and same intensity of selection ($b = 5$). All the plots point out to the same direction as previous heat-maps. The social tensions represented by the different games change the landscape of the population opinions. The highest fragmentation is obtained when having an SD game (i.e., unilateral defection is preferred to mutual cooperation and a greedy sentiment is in a fearless population). The lowest fragmentation and therefore, a facilitation of
opinion consensus, is achieved for the SH game (mutual defection is preferred, having a fear sentiment). These differences in opinions for SD and SH are easily observed when comparing the nodes’ colors of network in Figure 4. A midway between the highest fragmentation and highest consensus is done in a PD game, which reflects a greedy and but brave society.

The effects of the intensity of selection
In our last experiment we explore how the intensity of selection of the success-driven rules of OD change the number of clusters of opinions and fragmentation. Panel of Figure 5 show heat-maps for $S$, $T$ when having different values of $\epsilon = \{0.2, 0.3\}$ and $\beta = \{0.5, 1, 2.5\}$, respectively.

First and as a confirmation of previous analysis, there is a gradient of higher fragmentation toward the top-right corner of the $(S, T)$ space. This can be observed for all the $\beta$ and $\epsilon$ values. In fact, differences are significant if we compare two pairwise games defined by $S, T$ from a top-right area and a bottom-left area.

Another insight from the panel is the relevance of the intensity of selection. A higher implication of success and thus, the evolutionary game dynamics, a higher fragmentation. This increase in the intensity of selection makes that, for high values of $\beta$ such as 5 (last row of the panel), the fragmentation is high in all the $S, T$ values of the space and then, differences among games is reduced.

DISCUSSION
Our goal in performing this research was to find relationships between the fragmentation of opinions, polarization, and the social tensions of individuals at a microscopic level. And in doing so, to go beyond the top-down narrative of macroscopic or even planetary-scale determinants of these processes. To that effect, we have developed a novel success-driven computational model where opinion formation is coupled with individual evolutionary success in social dilemmas. We have performed large-scale simulations to obtain new evolutionary insights into what drives social tensions and how this translates to opinion fragmentation and polarization. Due to the importance of these processes in mitigating the spread of misinformation and intolerance in social networks, public forums, as well as in the mass media and the political arena, our insights have important consequences for fostering social cohesion, opinion unison, and inclusivity.

In our model, the opinion of individuals is understood as a probability to cooperate with others on a given topic. Then, by considering different social dilemmas in which individuals can either cooperate or defect, we have observed distinguishable effects that are generated by the different tensions in these dilemmas. We have found that greed is the main driver of polarization, such that in a population dominated by greed and unilateral defection, as in the prisoner’s dilemma and the snowdrift game, the fragmentation of opinions is maximal. On the contrary, in a population where mutual defection instills the fear of punishment in the absence of greed, as in the stag-hunt game, opinion fragmentation is smallest.

One of our main conclusions is thus that the conditions of the governing game and its corresponding social tensions can dramatically influence the opinion landscape. Importantly, this is not a top-down phenomenon, but a microscopically driven process that essentially starts at an individual level and then percolates through the social network. In fact, percolation has often been associated with information spreading across social networks, and this traditionally physical process has even been linked rigorously to social phenomena in terms of the governing universality class. But despite the microscopic drivers behind these processes, our results can nevertheless explain also why conditions imposed on a society top down can lead to a more fragmented state, in terms of the imposed governing social dilemma, which then translates to social tensions on an individual level.
Limitations of the study

We propose that the research done here can be upgraded and tested directly with data from social media, open repositories on topics that reflect controversy, or with human experiments, as done recently in the work of Li et al.\textsuperscript{54} This is a limitation of our study which is mainly methodological and does not include the use of real data about opinions’ evolution. works. As stated in the study of F. Vazquez,\textsuperscript{29} there is a need for collecting empirical data from social experiments that would allow to test assumptions about social interactions at the microscopic level and to test predictions at the macroscopic level. Additionally, it should be possible to employ powerful generative artificial intelligence methods such as large language models (e.g., Chat-GPT)\textsuperscript{55} to emulate conversations about contentious topics as an additional input to the success-driven opinion model. Concretely, the use of climate-related opinions could facilitate the use of decision-making tools to trigger climate change actions.\textsuperscript{56} Of course, our model also lends itself well to alterations of the governing OD model, for example, different from the bounded confidence level group of models.
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METHOD DETAILS

A success-driven opinion model
The methods needed to define the evolutionary success-driven OD model we use for the experiments are defined here. First, we explain an approximation method to compute the fitness of a pairwise interaction among two players given their opinions. Second, the proposed success-driven OD methods that include the fitness coming from two players interaction in the opinions evolution. Experimental setup and simulation specifications to obtain the results are defined at the end of the section.

Fitness computation based on players’ opinions
First, our proposal includes a way to define the probability of either cooperate or defect for a player by a continuous opinion variable which evolves over-time. The opinion of a player \( o_i \in [0, 1] \) defines the probability to cooperate with another player \( j \) in a pairwise interaction. This opinion is the same for all the possible pairwise interactions the player \( i \) is having in the same time-step \( t \). The closer the value of \( o_i \) to 0, the more probable for player \( i \) to defect. If the opinion of a player is close to 1, cooperating with others is the most probable option. In that way, we define the game strategy of a player as a non-binary opinion.

In order to computationally calculate the fitness output for every pairwise interaction of players \( i \) and \( j \), we estimate and compute their fitness outcome by considering their opinions \( o_i \) and \( o_j \) with respect to the expected fitness or payoffs defined in the game and their possible strategies. Then, if having a traditional payoff matrix with parameters \( P, R, S, T \), the expected fitness or payoffs \( f_i \) for player \( i \) in its interaction with player \( j \) is as in Equation 1:

\[
f_i = T(1 - o_j) o_i + R o_i o_j + P(1 - o_i)(1 - o_j) + S o_i (1 - o_j).
\]  
(Equation 1)
In the case of considering a generalized pairwise game of two parameters $S \in [-1, 1]$ and $T \in [0, 2]$, which are sufficient to characterize the main pairwise games$^{21}$ (see supplemental information for more details), the estimated fitness function is simplified as follows in Equation 2, as $P$ is set to 0 and $R$ to 1:

$$f_i = T(1 - a_i)\alpha + \alpha a_i + S_0(1 - a_i).$$  \hspace{1cm} (Equation 2)

**Update rule using opinion dynamics models**

Opinions of the players are influencing others and this can be seen as an imitation mechanism in an evolutionary game. Then, this imitation mechanism modifies the opinion to cooperate or not by the opinions of other players at every time-step $t$. A common imitation process is using Fermi’s function where a player $i$ imitates another player $j$ of the same population $Z$ with a probability $p_{i \rightarrow j}$ that increases with their payoff difference ($f_j - f_i$, being $f_i$ and $f_j$ the accumulated fitness or payoffs of $i$ and $j$ in $t - 1$, respectively):$^{29}$

$$p_{i \rightarrow j} = \frac{1}{1 + e^{-\beta(t-t_i)}},$$  \hspace{1cm} (Equation 3)

where the amplitude of noise $\beta$ controls the intensity of selection.

When players have a real-valued opinion, the imitation process must follow an approach similar to the one of OD models. Thus, our proposal facilitates using the well-known DW and HK OD models (described in the supplemental information document) together with fitness information of the players obtained after their pairwise interactions using their opinions. The proposed mechanism bias the propagation of opinions depending on their success rate.

**Success-driven HK model.** This model extends the traditional HK model by including, for each weight of the agent’s opinion $w_j$, the comparison in the fitness obtained by both players with their opinions. Then, $a_i$ is calculated as in Equation 4, where weights $w_j^i$ for individuals’ opinions are given by Equation 5 that includes a fitness bias.

$$a_i^{t+1} = \frac{1}{\sum_{j \in S_i} w_j^i} \sum_{j \in S_i} w_j^i a_j^i.$$  \hspace{1cm} (Equation 4)

$$w_j^i = \begin{cases} 
\frac{1}{1+e^{-\beta(t-t_i)}}, & \text{if } j \in S_i^i, \\
0, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (Equation 5)

As in the HK original model, $S_i^i$ are those players bounded by a confidence level of agent $i$ ($S_i^i = \{j \mid |a_i^j - a_i^i| \leq \epsilon\}$) and $\epsilon$ the confidence level, $|.|$ denotes the absolute value of a real number. Take into account that the agent itself is included in this set $S_i$. In this proposed success-driven OD model, if $\beta$ equals to 0, then the intensity of selection is null and we have the original HK model.

**Success-driven DW model.** In a similar way to the HK model, the success-driven DW model is derived from the traditional DW model by modifying the $\mu$ function of each pair of opinions, defined by Equation 6.

$$a_i^{t+1} = a_i^t + \mu(f_i, f_j) (a_j^t - a_i^t).$$  \hspace{1cm} (Equation 6)

In this model, $\mu$ is a function defined by Equation 7 and $\mu_0$ is the original $\mu$ parameter of the DW model. The function includes the comparison of the fitness values of both agents and thus, when intensity of selection $\beta$ equals to 0, the success-driven DW model is converted to the original DW model.

$$\mu(f_i, f_j) = \frac{2\mu_0}{1 + e^{-\beta(t-t_i)}}.$$  \hspace{1cm} (Equation 7)

**Experimental setup and simulation methods**

We perform Monte Carlo simulations of the success-driven OD model via agent-based modeling$^{30,39}$ performed on computer clusters to obtain the stationary states of the model specifications. Agents of the simulations represent the individuals and their opinions as well as the interactions among them to share their opinions and obtain their payoffs. The initial opinions of all agents are set at random using a uniform random distribution $\epsilon \in [0, 1]$. We perform the simulations with a population size $Z = 1,024$. Players are connected through a heterogeneous social network with a power-law distribution, generated by the Barabasi-Albert algorithm$^{41}$ (with parameter $m = 0$ to obtain a network with average degree $<k> \approx 4$ and density of 0.004). The system is run for 5,000 time-steps to achieve a stable state. Results were averaged for 30 Monte-Carlo realizations.

Values for parameters $S$ and $T$ of the pairwise game as well as $\epsilon$ of the HK model and $\beta$ intensity factor are specified for each experiment. In general, we mainly explore the number of opinion clusters when the system reaches the stable state (by averaging the last 25% time-steps of the simulation of the 30 Monte-Carlo realizations). Complying with previous studies, we utilize the number of peaks in
distribution of opinions to represent the number of opinion clusters. The calculation of the number of clusters in the opinions' spectrum, which denotes the consensus or fragmentation state of the opinions, is done as follows. We divide the opinion interval $[0, 1]$ into 50 bins and compute the frequency of opinion values falling into each bin. By also following the method performed in previous studies, we merge clusters if their distance among middle points of the clusters are below a threshold $\tau$. This threshold is set to 0.01. Therefore, two opinions belong to different clusters if they are separated by a difference higher than $\tau = 0.01$. 
